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1. Applications Area – July 1 – September 30 2004
Torre Wenaus – Applications Manager

This quarter saw important developments in both production usage of AA software and further development. The ATLAS, CMS and LHCb data challenges and associated activities have successfully made production use of software from all AA projects. Notable achievements are the successful use of POOL for the storage of close to 400TB of data thus far, and the exceptionally robust and stable operation of Geant4 in simulation production. On the development side, in the program of LCG/ROOT dictionary convergence a reference implementation of the new common C++ reflection API was produced. The POOL and ROOT teams worked intensively on the integration of ROOT 4 into POOL and particularly on how ROOT’s new STL persistency can be introduced and made available to POOL with minimal perturbation to POOL’s STL support as seen by the user. Extending POOL’s relational database support also made progress, but this work and the support for POOL file access from the ROOT environment (in particular, POOL reference support in ROOT) suffered for insufficient and overly concentrated manpower and expertise and is late. Conditions DB work was impeded during the quarter by a lack of agreement on a common API, but a proposal was developed and at the end of the quarter was accepted, and work is now moving forward. Experiment manpower contributions outside ATLAS to Conditions DB remain low. SPI made important progress during the quarter on rationalizing configuration, build and distribution system support through the development of a generic XML-based configuration description system.

Milestone performance cannot be easily summarized (i.e. can’t be described as good!); see the milestone performance section below. Late deliverables have not been on experiment or project critical paths; our limited resources have been preferentially applied to the more critical ones, and support issues. But a consequence is that some deliverables will be on or close to critical paths in the next quarter, such as POOL support within ROOT, and we will need to prioritize accordingly.

WBS 1.1.1 - Software process and infrastructure (SPI) 

Project Leader: Alberto Aimar, CERN IT/DI

In this quarter SPI continued to support the existing services, such as the savannah portal, the external software service, and software testing frameworks with several improvements in the features and organization of such services. 

The plan for the next quarters is being finalized and will be discussed and approved in October. The combined LCG and EGEE needs have been clarified with the middleware development activity. The second FTE from EGEE has finally joined SPI in August. Therefore the project, since August, is staffed with a total of ~6 FTE, and now some new development and improvements of the services can be implemented. 

As recommended by the LCG Internal review, SPI with the support of PH/SFT has put in place an LCG librarian, Andreas Pfeiffer. The role will actually be in full function in the coming quarter, because there were several existing commitments to fulfil in addition to LCG activities. Milestone performance during the quarter was influenced by several changes decided during the quarter, such as support of new platforms and compilers, that were not reflected in the original milestones. As usual, all activities of SPI were steered by decisions of the Architects Forum, which decides according to priorities and needs of the LHC experiments and of the LCG projects.

Savannah service: During this quarter several improvements were developed in the areas of better email notification, in managing the permissions on modifying items in the bug and task trackers, and adding periodic reminders of long-standing open bugs. The author of the open source system again visited SPI for a few weeks and this collaboration will continue in the next quarter. The service is stable and widely established in the user community. The web-based portal is now in use by more than 110 projects in the LHC experiments and in other CERN divisions. New projects came from the LHC experiments and from the EGEE. SPI continues to focus on bug fixing and on providing support for the several new projects and users of the service. 

External software service: The main effort in this quarter was the automation of the installation and deployment of external software packages and of the generation of the web of the External Software web site. These systems will be in production in the next quarter. All the LCG software has been ported to and tested on the Scientific Linux platform derived from Red Hat Enterprise 3 that is targeted as the next standard Linux at CERN. Following the needs of the experiments as mandated in the AF the LCG external software was ported to Mac OSX, and to new versions of operating systems and compilers (gcc 3.2.3). SPI continued to maintain and improve the external software service. Now there are about 60 packages and ~500 installations (package/platform/compiler combinations).

Software download service: After getting experience with a prototype in the previous quarter, SPI is developing a system based on the pacman distribution system and is discussing with the author, who visited SPI during the quarter, in order to establish a service based on pacman and a stable collaboration. The goal is to allow the download of both binaries and source of all LCG software, including all external packages needed. In addition SPI continues to maintain the present service supporting download and installation on a local computer of the LCG software. 

Testing frameworks: The service is focusing on user support and porting to new platforms (Mac OSX, gcc 3.2.3, etc). In this quarter there was the clarification on common activities and tools with the JRA1 middleware team in EGEE. Additional manpower from EGEE for this activity arrived only in August and therefore major improvements will happen in the coming quarters.
Build and librarian service: As requested by the internal review, SPI now maintains solutions that can both integrate with specific build systems (Scram and CMT) or generate build files based on standard “config and make” solutions. Also the work on a CMT configuration for LCG software is complete and SPI maintains the CMT configurations for the LCG software. Scram support continues at the same level as recent quarters: SPI provides the central configuration and LCG user support. The new software librarian is working to improve and automate the service and develop the strategy for building, releasing and distributing LCG software. Because of the several tools for building and distributing software used by the different experiments and projects, SPI is defining a simple neutral XML description for all dependencies and configurations. In this way it will be easy to automate the generation of the configuration files for several specific tools (CMT, Scram, config/make, pacman, apt, etc). 

Policies and QA: In this quarter there was no significant improvement of automated QA report generation due to the departure of the persons responsible in previous quarter. The arrival of the new person in charge of the service happened in August and therefore, as for testing, QA activities will increase again in the next quarter.

CVS service: Since the IT/CVS migration last quarter the CVS service is no longer a responsibility of SPI. SPI does provide first line support to LCG developers and users.

Code documentation service: This service is stable. There were minor changes in this quarter in order to adapt it to the IT CVS service.

Coming activities: The role of software librarian is being defined and will fully start, with the task of providing during next quarter the build infrastructure and support for the LCG projects based on a neutral XML description. Next quarter will also continue to be devoted to automating the tasks of external software installation and distribution. Now that new resources joined the project in August, more work will finally be started in consolidating QA and test reporting and verification.

WBS 1.1.2 - Persistency framework (POOL and conditions DB)

Project Leader: Dirk Duellmann, CERN IT/DB

POOL
POOL has during the last quarter made several pre-releases concentrating on the integration of the ROOT 4 release. The focus for ROOT 4 integration is to profit from more complete schema evolution for foreign classes in ROOT and the more complete streaming of STL containers, so far done internally in POOL. At the same time first releases of the POOL relational abstraction layer (RAL) have been made with Oracle (9i and 10g), SQLite and MySQL (via ODBC) have been made which have been picked up for several experiment applications.

Until validation of these new features is complete, POOL (and SEAL) will release two branches of their software. POOL 1.x will continue to provide production level support based on ROOT 3.x while POOL 2.x pre-releases are being made for experiments to validate the new features obtained by ROOT 4 integration. The full POOL 2.0 release is expected before mid-November following agreement between the ROOT and POOL teams on the persistency approach to be used for STL containers. POOL 2.x will require further validation of the new schema evolution with real life use cases of the experiments and of the complete handling of STL container streaming. The latter will only become available in a production version of ROOT 4 by the end of this year. In the meantime the POOL 2.x development releases can be used for integration, testing of functionality and performance, and validating backward compatibility with earlier POOL/ROOT versions.

In the context of the Grid Deployment Area’s 3D project the work on integrating HTTP based access to relational data with web caching has been started by the Frontier team at FermiLab. Frontier, now being deployed in production in CDF, offers a promising approach to achieving scalable, high performance access to database-resident data in a distributed environment, with very lightweight client and distributed DB deployment requirements. A first working prototype implementation has recently been developed which provides Frontier data objects as part of POOL. Some refinement together with the POOL team will be required to incorporate this into a POOL production release.

Even though POOL has released several new features the project as compared to the approved 2004 workplan has fallen behind schedule. In particular, milestones concerning the integration of POOL as a plugin into ROOT as an analysis framework have not been met. Recently a prototype implementation for the most important service to be provided by such a plugin, the integration of POOL reference support into ROOT, has been produced, so we expect much better progress in the next quarter. Other features like the automated on-demand loading of LCG dictionaries from POOL still need further clarification with the ROOT team. The project manpower in particular in the storage manager area is inadequate, felt particularly in this quarter due to the holiday period and concurrent data challenge activities, and a request for increased and sustained participation from the experiment side has been made. The project has also seen manpower losses due to transfer of IT/DB effort from software development to services; IT has recently agreed in the PEB that such transfers cannot be permitted to reduce POOL/CondDB development effort at this time and so must be balanced.

Conditions DB
The discussion of an agreed common ConditionsDB API continued, with important progress made, and several implementation changes have been introduced to insure coexistence of the two implementations (Oracle and MySQL). A close coherence of the development of both implementations will be important especially in the light of data distribution which will likely involve both implementations. To get closer to this goal the outstanding survey of the extensions in the ATLAS MySQL implementation has been made and presented to an Applications Area meeting for discussion with the other interested experiments as basis for further development. Also in this meeting and a subsequent smaller technical meeting the proposal of Andrea Valassi for a common interface, overall architecture and schema design was discussed. The three participating experiments ATLAS, CMS and LHCb agreed to proceed on the basis of Andrea’s proposal to a detailed design and prototype implementation.

Even though experiment interest in the ConditionsDB work continues to be sufficient for a common project, the manpower commitments have been low which made it difficult to advance with a more concrete workplan for the project. This problem has been reported to the LCG PEB and another request for concrete commitments to the project at FTE levels sufficient for development participation has been made.

WBS 1.1.3 – Core libraries and services (SEAL)

Project Leader: Pere Mato, CERN PH/SFT

No major release with new functionality of the SEAL software was made during the quarter. Many small additions and bug fixes have been prepared and are now being integrated in what will be the 1.4.2 (1.5.2) release scheduled for mid October. This release will include the new Reflex package (C++ reflection) in parallel with the old reflection packages to allow testing and adapting client software such as PyLCGDict and POOL to the new package.

Four SEAL papers have been presented to CHEP04 (C++ reflection, component model, python scripting and mathematical libraries). 

The main highlights for each work package in this third quarter are:
· Foundation libraries. Basically small bug fixes. Work to rationalize the number of classes providing timing information in the different Foundation libraries and converging to a single set. 

· Math Libraries. Work has progressed in studying and evaluating existing mathematical libraries. Comparison studies looking at numerical qualities and CPU performance of mathematical functions from the GSL, ROOT and NagC libraries have been completed. New tests have been designed and applied to the major random number generators from GSL.  In addition, the performances of various linear algebra packages (CLHEP, BLAS/LAPACK, uBLAS, GSL and ROOT) have been measured. A new bug fix release of MINUIT has been produced and improvements in performance have been applied to the fitting library, FML, after having studied the time profile. Work is progressing in the design of C++ mathematical libraries, where the basic concepts have been presented to the CHEP04 conference and now the implementation of the libraries is starting. MINUIT is being improved with the addition of the FUMILI minimizer.
· LCG Dictionary. A first version of the new reflection library "Reflex” is going to be released with SEAL 1.4.2. A Reflex reference implementation was made available for testing during the quarter. The Reflex API has been designed and discussed with the ROOT team with the ultimate objective of converging on the use of Reflex. The “lcgdict” command has been modified and is now capable of producing dictionary information for both the new reflection library and the old one.

· Scripting Services. Discussions with physicists took place to determine future directions of PyLCGDict and what higher-level wrapper modules might be needed around commonly used libraries such as ROOT. Work on PyReflex (port of PyLCGDict2 to the new reflection model) has started.

· Documentation and Education. Only minor changes have been made in the SEAL Workbook, following its major upgrade in the previous quarter. The SEAL team is continuing to make an effort to keep the documentation up to date. The MathLib Web has been updated and includes the MINUIT Web site. Documentation for MINUIT was completed with the production of a user guide, tutorial on function minimization and error analysis documents
· General Infrastructure. The SEAL software has been built for Scientific Linux (SLC3) to allow the continuation of the SLC3 certification.

WBS 1.1.4 – Physicist Interface (PI)

Project Leader: Vincenzo Innocente, CERN PH/SFT

The work for this quarter was mainly concentrated only on mantainance and support. A new PI release (1.2.2) was completed and announced to users on July 5th. This release, apart from a few bug fixes, contains a new lightweight module which gives the possibility to plot AIDA Histograms using the JAIDA plotter (the Java implementation of AIDA interfaces). The release is based on the latest SEAL release, 1.4.0, which provides the new C++ Minuit and the Fitting and Minimization library (FML). On the 22th of July a new bug fix version (1.2.3) was released, to satisfy requests from users from Geant4 and Atlas. In the contrib subsystem a new package has been added, StatTools, for multivariate analysis and fits. An Additional release is planned in October for SEAL 1.5.0 which contains the new version of ROOT (v.4). 

WBS 1.1.5 – Simulation
Project Leader: G. Cosmo, CERN PH/SFT

Generic Simulation Framework (A. Dell’Acqua/ W. Pokorski)
Activities have been devoted, over the last quarter, mainly to the two areas of GDML (Geometry Description Modeling Language) and the FLUGG-based test-beam validation framework, according to the program agreed in the last quarter.

The work on GDML consisted of extending the schema as well as implementing the infrastructure for the writer module, i.e. the mechanism for dumping geometry descriptions in GDML starting from other formats (Geant4 or ROOT geometries). The development version of the schema now supports simple volume parameterizations and replicas. The Geant4 GDML reader has also been extended to support parameterized volumes defined in the GDML using a tabularized parameterization. The first version of generic writer classes (to be interfaced to specific applications) has been included in a new major 2.0.0 version of GDML. The support for writing out simple parameterizations is included in the development version. The first version of binding the writer to Geant4 for dumping Geant4 geometries in GDML has been included in one of the examples available in GDML 2.0.0.

Issues that should be addressed in order for FLUGG to be easily used for Geant4/FLUKA test beam validation have been identified. It was agreed that instead of implementing a generic infrastructure (which appears of little use since each simulation is strongly test-beam specific) a new working example will be provided in addition to the pixel-detector simulation implemented recently by A.Ribon. It has been also agreed that a key issue is the documentation of the relevant FLUGG/FLUKA elements which eventually needs to be improved together with the implementation of detailed user-oriented guidelines for the effective usage of the software.
The Geant4 subproject (J. Apostolakis)
A public patch to release 6.2 (patch-01) was distributed at the end of July. Amongst its fixes, it included a correction to a problem in Multiple-Scattering reported by ATLAS, which caused visible deflection in the direction of high energy tracks traversing thin or gaseous volumes. The fix was verified by both ATLAS and CMS in their test productions using the new release. In addition to the patch, scheduled monthly reference tags were issued in July, August and September.

Geometry
The ability to customise the registration and de-registration of objects in the geometry stores was added (ATLAS request). Also the reflection factory has been extended to provide correct settings of regions and attributes to reflected volume hierarchies (CMS request).  These features were requested at the February 2004 Geant4 Technical Forum meeting hosted at CERN. The developments are scheduled to be included in the September development release.

Electromagnetic processes
Fixes were included in the patch for release 6.2 to resolve a problem with the shape of the Bragg peak for ions with small cut in range. Smaller fixes and improvements were included in subsequent development releases, including improvements to fluctuations at small step, a fix to a problem in activating and deactivating muon processes, and removing the limit on the cut value for the PAI model. Additional development has tracked interface changes in the particles category, and migrated to the improved naming of the methods of G4VParticleChange, used in all processes. A new abstract class for Transition Radiation was introduced. Ionisation of ions has been improved, fixing problems for alpha particles and introducing a new G4ionEffectiveCharge class. A set of use cases with different electromagnetic requirements have been identified and new electromagnetic physics lists have been created to address these needs. Examples and tests have been improved and extended, to use the new electromagnetic lists. The interface to analysis tools was reviewed, enabling PI/ROOT and JAS output through AIDA in many examples. A new class to enable easier comparisons of energy deposit in test setups (G4Emcalculator) has been implemented, and some examples have been revised to include it for acceptance output and testing. Additional studies are continuing to compare the physics performance of Standard and Low-Energy models with NIST benchmarks. 

Hadronic Physics

Improvements in the hadronic physics included bug fixes, for example in Binary cascade, to improve the energy conservation in the presence of strong resonances. A new use of Quark-gluon string model for calculating ion-ion reaction cross-sections at high energies has been introduced. Verification tests for isotope production and gamma-nuclear reactions have been established. Further work is addressing the performance issues in using binary cascade for calorimeter simulation. An investigation of these and a design iteration of key parts of the Binary Cascade, with performance as a priority, are in progress. Work on the CHIPS model for hadronization of quark gluon strings is underway. Studies have been undertaken to better understand calorimeter performance and calibration, starting from first principles.  Additional studies are evaluating the impact of multiple scattering, gamma and electronuclear reactions on calorimeter performance in both sampling and homogeneous calorimeters.

Software management

A proposal for moving to production the Geant4 problem tracking system on the Savannah portal is being prepared. A presentation will be given at the Geant4 collaboration workshop (4th-8th October 2004). An evaluation of platforms for Geant4 7.0 is underway. We continue to provide support for Geant4 development and developers, including enabling access to the CVS repository, the Bonsai and Tinderbox tools and the Web site. The distribution of binary installation on AFS has migrated to the LCG ‘external’ distribution area, for the platforms supported by LCG. Remaining platforms supported by Geant4 (but not by LCG) remain in the original Geant4 AFS area. The Bonsai and Tinderbox tools have been extended, linking a tag-entry in Bonsai with the resulting test log file in Tinderbox. In Bonsai the possibility to link to a problem report has been added.

Migration to CLHEP-1.9.1.X: The migration to CLHEP 1.9 was agreed in July 2004 in the Architects Forum as a goal for the September 2004 development release. The team has undertaken tests on the new 'beta' release of CLHEP (version 1.9.1.1), which now have been completed. Feedback has been given to the CLHEP editors and collaboration was established to assist them in assuring that CLHEP 1.9 is backward compatible with the 1.8.X series, and to help port the software on some of the official supported platforms. Further work measuring performance and on other comparisons is in progress. The September development release of Geant4 will co-work with CLHEP 1.9.1.1. The future plan of migration to the CLHEP 2.0.X series will be discussed at the Geant4 Workshop in October.

System testing

A set of examples and input files for performance testing have been defined. Tests for controlling the runtime performance of programs have been added and deployed in regular testing with the full set of examples used. The testing system has been revised to use the LXR tool supported by SPI. Scripts for semi-automated testing on Windows have been tuned. 
Statistical testing / acceptance suite

A configurable calorimeter setup has been created to be used as part of a suite for statistical acceptance tests. This suite will be used as a key component for the validation of a new release, using comparisons with respect to previous results (regression testing). Various kinds of calorimeter setups have been defined and in particular simple versions of those in the LHC experiments.  These can be selected at runtime in a single executable program. Different beam particle types and beam energies are available. The calorimeter dimensions, number of layers, thickness of the active layers, and the number of bins for the lateral shower profile can also be specified. The output of the program is an n-tuple that contains key physical variables. The n-tuple is processed by a stand-alone program that reads two n-tuples and compares.  N-tuples obtained by running the same simulation program for two versions of Geant4 can be compared. The program undertakes statistical tests between the distributions, printing a warning whenever the p-value of a test is below a certain threshold. The acceptance suite is nearing its first release, and requires only some tuning and studies.

The FLUKA Integration subproject (A. Ferrari)
Work is progressing towards the public release of the software which will also include the removal of the PEMF preprocessing. A Beta release of FLUKA is expected before the end of the year and will be available with public source code for internal use at CERN and INFN. The user’s manual has been completed and is ready for publication; it will also be available on-line from the FLUKA web site. FLUGG will be upgraded to support the latest release of Geant4 (6.2). P. Sala will act as the main contact person for FLUGG; however, man-power is requested in order to have the FLUKA team participating effectively to the LCG simulation framework effort.
The Physics Validation subproject (A. Ribon)
The following achievements were obtained during the quarter:

· The second simple benchmark, addressing the study of pion absorption in thin targets, has been completed (W.Pokorski). Comparisons of experimental data to FLUKA and Geant4 have been performed. The results are summarized in a note which is presently at the level of draft and will be published soon.
· The study of hadronic interactions in the ATLAS pixel detector, based on test-beam data, has been completed (A.Ribon). The data have been compared to Geant4 and FLUKA. On the technical point of view, this work has required to adapt and use the FLUGG interface to input the Geant4 geometry into FLUKA. The results are documented in the note CERN-LCGAPP-2004-009. 

· The first round of the Geant4 hadronic physics validation has been completed. Two Geant4 hadronic physics lists have been compared to pion test-beam data of three LHC calorimeters (CMS HCAL, ATLAS Tilecal and ATLAS HEC) and several relevant quantities like energy resolution, e/pi ratio, and shower profiles have been studied in detail. The results are described in the note CERN-LCGAPP-2004-10. 

A review and assessment of the priorities for further simple benchmark studies has been postponed and is expected to happen by the end of October, once the final note on pion absorption will be published. 
Comparisons of LHC calorimeters for electromagnetic shower development (a level 2 milestone due this quarter) are ongoing. After a successful completion of electromagnetic validation at the level of percent, the next round aims to reach the permill level of precision. Results are expected by the end of the year.

The second iteration of hadronic physics validation, which is mainly devoted to a better understanding and improvement of the hadronic shower shapes, is ongoing. The first results are foreseen in few months time.

The Generator Services subproject (P. Bartalini) 

WP1 - S.Sherstnev and M.Kirsanov covered the librarian shift during the quarter. 
The new Beta version of GENSER (0.2.0) has been released on September 13th. The new release of GENSER supports two different sizes (4k and 10k) of the HEPEVENT common block. It includes new versions of Herwig and Pythia as long with new introduced packages, i.e. Jimmy and Evtgenlhc. Evtgenlhc has been provided by LHCb and will be developed in GENSER. LHCb has been given full access to the package in the GENSER repository, other contributors will be guaranteed a limited access (for development of new decay models, decay files etc.).
ATLAS makes already use of GENSER in the current data challenge; LHCb and CMS are currently validating GENSER in order to adopt it in production. There’s a request from LHCb to support the Scientific Linux platform (SCL3) in the next GENSER version. 

Work has already started for the preparation of the first version of GENSER that will be declared of “production quality” (1.0.0). It will contain most of the top priority and second priority packages indicated in the RTAG-9 document. One of the next librarians - S.Makarychev - will share the effort with the Sherpa authors for its integration in GENSER (the corresponding milestone, currently quoted for Q1 2005, will be achieved in advance). 
The October LCG Generator meeting will be entirely dedicated to define the management and technical procedures for the GENSER releases (official, bug-fix, special etc.). A.Pfeiffer will be heavily involved, to make sure that GENSER will be managed like the other LCG packages.

WP2 - UK collaboration for PhenoGRID is progressing. They had first postdoc working on the common interface (ThePEG) for Herwig; he should start to work next month. The ThePEG documentation is under improvement at CERN, with A.Ribon is taking care of it.
It was decided to abandon the idea of finding a general agreement on parton level generator formats, as the various standards adopted by the different generators typically turn out to be motivated by their deep physics structure. LCG Generator will in any case promote its metadata format XMHEP that will facilitate the automated documentation of the shared event samples in MCDB.
WP3 - The Russian visitor S.Belov concentrated on MCDB project during the summer period. SQL table structure, Perl modules and the Web Interface are rather advanced. The prototype can be accessed on the Web: http://mcdb.cern.ch (however only the Mozilla browser is supported for the time being). The next visitor (S.Makarychev) will also mostly concentrate on MCDB. The priority during his shift will be given to the user documentation. Improvement of the Web Interface and interface to CASTOR are also considered of high priority in the short term.
In the mid term (Q1/Q2 2005) the highest priority will be the development of APIs for the integration of MCDB in different simulation frameworks (simple generator level production framework, LHC experiment simulation software).

Progress on the simple generator level production framework was achieved during the quarter. A Prototype is being developed by H.Naves and J.Cuevas (Santander). It is possible to read generator cards, produce events, perform basic event selection, and write out using the HEPMC structure in POOL and ROOT formats.
WP4 - During the quarter, some basic sanity checks were added to Pythia and Jimmy subpackages. A work on HIJING physics validation “à la JetWeb” has been produced by V. Uzhinski (JINR) and S.Korobov (Dubna). 
Proposal for an event generator validation framework
The event generator validation will be split in two different parts:

· Basic sanity checks

· Physics validation

The basic sanity checks are currently performed in a standalone way. The code is provided by the authors, by the beta testers and by the librarian and it is maintained under the test and example directories of the GENSER sub-packages. It will be subsequently integrated with the simple generator level production framework (Q2 2005).

The physics validation will be performed with JetWeb, assuming that it will integrate GENSER in a reasonable time scale (Q3 2005). The independent similar projects (i.e. HIJING validation) are strongly encouraged to merge with JetWeb contributing to increase the library of validation code (currently supporting only Pythia and Herwig).
WBS 1.1.6 - ROOT participation 

LCG AA and the ROOT team made further progress during the quarter on deepening the collaboration between these two projects, particularly in the dictionary work of SEAL with a first release of the reflection API Reflex that is to be a common API, and in further POOL ROOT I/O preparations for ROOT4. ROOT and POOL continued to work closely on eliminating potential backwards compatibility issues in the migration of POOL to using ROOT4, particularly in STL persistency. 

The applications area continued to support developers on the ROOT team. Ilka Antcheva worked on code autogeneration for the new ROOT GUI classes, new histogram editors, and ROOT Qt testing. Valeriy Onouchine continued development work on the ROOT GUI builder which was incorporated in a ROOT release. Gerardo Ganis (working with ROOT and ALICE) worked on the integration of xrootd/netx in ROOT, and implemented and successfully tested a prototype for parallel startup of PROOF slaves on a cluster.

WBS 1.1.7,1.1.8 – Core/Grid Interface & Experiment Integration

Through this activity the Applications Area provides direct assistance to the experiments at the interface between core software and the grid, and supports the adaptation of physics applications to the grid environment. Activities are managed by the experiments and not the applications area. Mattias Ellert works with ATLAS on ATLAS production software implementation, deployment and operations, currently focused on the ATLAS DC2.

Milestone performance during the quarter

WBS 1.1.1 - SPI: 
· SPI/EGEE collaborative workplan complete (end May)

· Written following completion of EGEE manpower complement in August. Still being finalized; expected end October.

· LCG AA build system selection (Jul)

· Re-planned in light of XML configuration description program. Will follow the complete implementation of the XML description and its integration with SCRAM, CMT and autoconf/gmake. Likely new date is Q1 2005.

WBS 1.1.2 - Persistency:

· RDBMS independency achieved for production versions of POOL relational components (end Jun)

· Completed with the development of RAL and its deployment and validation in the context of the file catalog. Collection independence is more likely to be done via a reimplementation using the relational storage manager rather than direct use of RAL. Will be defined with next year’s work program.

· Common interface for conditions DB defined (end Jun)

· High-level design for common interface decided in October. Full specification of the interface requires detailed design and prototyping work. Interface spec realised in a prototype expected by year end.

· Conditions DB production release (end Jul)

· Joint Oracle/MySQL release was made during the summer but not with the since-defined common interface. Completion will follow the common interface implementation, circa late Q1 2005, and continues to be dependent on adequate experiment participation. Re-baselining this milestone to end Q1 2005 release using new common interface.

· First release of the POOL relational storage manager (end Aug)

· Progressing, but manpower is short; expected Nov.

· POOL meets scalability requirements (Oct)

· Completed. Experiment DCs have produced >370TB of POOL based data without significant POOL-related problems. Further scalability work involves distributed functionality outside the scope of POOL and will take place in the 3D and middleware projects.

WBS 1.1.3 - SEAL:   

· External software guideline document (Jun)

· Not started yet. A victim of higher priorities. Decided in AF to re-baseline this as an SPI milestone, to be completed next quarter.

· Mathlib project web (Jul)

· Completed.

· New dictionary API and reference implementation (end Jun)

· Completed. Under test since the summer and will be in next SEAL release.

WBS 1.1.4 - PI:   

· No milestones this quarter.

WBS 1.1.5 - Simulation:   

· Simulation framework prototype supporting Geant4 and FLUKA via FLUGG (Feb)

· First example of usage for test-beam validation studies has been provided (pixel detector simulation). New use-case examples to be provided, together with proper documentation and guidelines. Expect removal of PEMF pre-processing stage in FLUKA. These should be done by end 2004. At that time we will review status and further plans.

· Review/prioritization of simple benchmarks for physics validation (end May)

· Delayed to end October following publication of pion-absorption simple  benchmark study. 

· Agreement on parton level event generator file format (Sep)

· No real agreement achieved, and deemed not to be possible. Various standards adopted by the different generators typically turn out to be motivated by their deep physics structure. The generator services subproject will in any case promote its metadata format XMLHEP as an available standard. Milestone closed.

· Comparison of LHC calorimeters for EM shower development (Sep)

· Progressing, but results not expected until the end of the year due to reduced manpower.

Upcoming milestones and comments on status

WBS 1.1.1 - SPI:  


· External software guideline document (Dec)

· A re-baselined milestone just moved from SEAL to SPI, because it is a better fit as an SPI milestone and because they said they’d do it!

WBS 1.1.2 - Persistency:  


· Conditions DB production release based on new common interface (end Mar)

· Re-baselined milestone to use the just-defined common interface.

· POOL integrates ROOT4 (end Oct)

· Initial ROOT4 integration release (POOL 2.0) expected to be on time within a week or two. Production release with ROOT4 will await the next production release of ROOT at end 2004 that fully supports ROOT’s new STL persistency.

WBS 1.1.3 - SEAL:   


· First version of the C++ mathlib package (Oct)

· Will be late, but expected during the quarter.

WBS 1.1.4 - PI:   


· No upcoming level 2 milestones next quarter.

WBS 1.1.5 - Simulation:   


· Second iteration of hadronic physics validation complete (Oct)

· Postponed to end of year because the first iteration only came out in July.

· First consolidated Geant4 acceptance suite for LHC applications (Oct)

· Suite is in beta testing and should be released during the quarter.

· Generator production framework beta (Dec)

· On schedule. The December release is now expected to be a production quality release rather than a beta.

· Geant4 7.0 release (Dec)

· Expected to be on time

· Simulation test and benchmark suite available (Dec)

· First version should be available on this schedule. Final version will come after the physics validation document is complete.

· Final physics validation document complete (Dec)

· Completion requires another 6 months – re-baselined to end June 2005.

· Geant4 validation in LHC production (Dec)

· Validation in production was very successful; written report should be on schedule.

10

