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1. Applications Area – April 1 – June 30 2004
Torre Wenaus – Applications Manager

In this quarter support for experiment deployment and production usage of AA software continued to be a top priority as all experiments conducted data challenges and production operations during the quarter. CMS, LHCb and ATLAS all successfully had AA software in DC production. GENSER was put into production for the first time, by ATLAS. Important development efforts also progressed: POOL relational DB support, the new LCG dictionary (now named Reflex), mathlib, and MCDB among others. SEAL made important progress in documentation, releasing a first version of their workbook. The collaboration with ROOT proceeded well on several fronts, and the ROOT and POOL teams worked closely to plan a smooth transition to a new major release of ROOT, version 4, in the next quarter.

Manpower was stable for the most part during the quarter but the end of LCG Phase 1 draws closer. LCG, PH/SFT and IT/DB made substantial progress during the quarter in identifying the essential resource needs to sustain the support and development of AA software beyond LCG Phase 1, and worked also at seeking out the required support. A level 1 milestone in the fall was established to have a resourced plan in place for the coming years.

Milestone performance during the quarter was fairly good. Seven level 2 milestones were completed and a further one will be met within ~2 weeks of due date. Four will be late (one for reasons beyond LCG AA control) and should be completed in the next quarter; they have no significant schedule impact. One suffers continued delays because of communication and technical problems (G4/FLUGG/FLUKA infrastructure for test beam studies), impairing our ability to conduct further test beam physics validation studies until resolved; not yet known whether it will be resolved in the next quarter.

WBS 1.1.1 - Software process and infrastructure (SPI) 

Project Leader: Alberto Aimar, CERN IT/DI

In this quarter SPI focused on continuing to support the existing services, such as the savannah portal, the external software service, and software testing frameworks. With some delay, SPI is preparing a collaborative work plan between LCG and EGEE. This is now scheduled for end of July. The delay is mostly due to the fact that the EGEE project in this quarter was starting up and its needs were still being defined and resources assigned. Now all information needed is becoming available for an effective collaborative work in the coming quarter. The SPI project continues to be staffed with a total of ~5 FTE, maintained constant through the period, some new effort balancing some reductions.  As recommended by the LCG Internal review, SPI with the support of EP/SFT has put in place an LCG librarian who will be in charge of defining and executing common release, build and distribution procedures for all LCG software, in close coordination with the AA projects and the experiments. Milestone performance during the quarter was good: the gcc 3.2.3 compiler port was completed on time, and the new Linux certification platform port (due July 1) was completed 30 days early. The joint workplan with EGEE is late as explained below, due to delays on the EGEE side.

Savannah service: The web-based project portal based on Savannah is now in use by more than 90 projects in the LHC experiments and in other CERN divisions. New projects came from the LHC experiments and from the EGEE. After the deployment of the new version of Savannah at CERN with all the improvements, done in collaboration with the open source developers, SPI focuses on bug fixing and on providing support for the several new projects and users of the service. The registered users are now more than 900 and the service is stable and established among the users’ community. 

External software service: SPI continued to maintain and improve the external software service. Now there are about 60 packages and ~400 installation configurations. All the LCG software has been ported to and tested on the Scientific Linux platform derived from Red Hat Enterprise 3 that is targeted as the next standard Linux at CERN. Following the needs of the experiments as mandated in the AF the software is currently being ported to Mac OSX, and to new versions of operating systems and compilers (gcc 3.2.3). An effort started in the previous quarter to automate the compilation and deployment of external software continued to be a focus of activity, in order to support the growing number of tools, versions and platforms with minimal manpower.

Software download service: SPI continues to provide a service to allow download and installation on a local computer of the LCG software. After experience with a prototype in the previous quarter, SPI developed a system based on the pacman distribution system and is discussing with the tool authors in order to establish a service based on pacman. 

Build and librarian service: A software librarian joined the project in order to improve and automate the service and develop a long term strategy for building, releasing and distributing LCG software. As requested by the internal review, SPI started to prepare for solutions that can both integrate with specific build systems (Scram and CMT) or generate build files based on standard “make and config” solutions. Also the work on a CMT configuration for LCG software is being finalized. Scram support continues at the same level as recent quarters: SPI provides the central configuration and LCG user support.

Testing frameworks: The service is focusing on user support and porting to new platforms (Mac OSX, gcc 3.2.3, etc). In the next quarter there will be the planning of common activities with EGEE; additional manpower for this activity is now due for August. 

Policies and QA: In this quarter the improvement of automated QA report generation was slowed down due to the departure of the persons responsible and the delay of the arrival of the new person in charge of the service. This is now expected for August and therefore QA activities will increase in the next quarter.

CVS service: Since the IT/CVS migration last quarter the CVS service is no longer a responsibility of SPI. SPI does provide first line support to LCG developers and users.

Code documentation service: This service is stable. There were minor changes in this quarter in order to adapt it to the IT CVS service.

Coming activities: The role of software librarian is being defined and will fully start, with the task of providing build infrastructure and support for the LCG projects. Next quarter will also continue to be devoted to automating the tasks of external software installation and distribution. Work will be started in consolidating QA and test reporting and verification, as soon as new resources join the project in August.

WBS 1.1.2 - Persistency framework (POOL and conditions DB)

Project Leader: Dirk Duellmann, CERN IT/DB

POOL

The POOL project produced several production releases up to the current production version 1.6.5. The main emphasis was on supporting the experiments data challenge activities and preparations. The CMS DC04 has been passed successfully without major problems caused by the POOL software. POOL added support for new LCG RLS versions and analysed performance problems with this catalog backend. In particular the use of meta data attributes turned out to be a limiting factor and POOL reacted by temporarily removing its internal use of this feature until these performance problems have been resolved. 

During the last quarter POOL prepared with the help of the ROOT team the move to the upcoming ROOT4 release. A large fraction of the code changes have been introduced, but a consistent test of the new ROOT-based streaming (in particular for STL containers) with respect to updates of ROOT3 data file and schema evolution is still outstanding and requires experiment validation. 

The first POOL release based on ROOT4 (named POOL 2.0) will be produced soon after POOL 1.7. The POOL 1.x and 2.x lines will be maintained in parallel until successful validation allows dropping the 1.x builds against the older ROOT version. 

Another area of significant development is the new relation abstraction layer in POOL, which will remove the tight coupling of some POOL components to MySQL/MySQL++. The imminent V1.7 release will include this new layer. This will allow to choose from a larger variety of relational database back ends (initially Oracle, MySQL via ODBC and SQLight) using a single consistent interface. 

A relational file catalog (expected to later replace the MySQL catalog) has been produced based on this abstraction and successfully passed the catalog integration tests. 

The work on a relational storage manager for C++ objects is proceeding well and will soon appear as a first prototype. 

All new relational components are not considered production quality yet and are released to validate the approach from the experiment side and stimulate feedback. 

Conditions Database

The conditions database sub-project made significant progress and produced a combined release with both conditions DB implementations supporting the LCG platform compiler. The interface review with respect to extensions in the ATLAS implementation has started. A table of extension and their interdependencies is being prepared and will be discussed with all experiments. 

Even though the conditions db sub-project received significant interest from all experiments and active development contributions there still is no definite manpower commitment from the experiment side.

WBS 1.1.3 – Core libraries and services (SEAL)

Project Leader: Pere Mato, CERN EP/SFT

The main items of work in this quarter have been the release, as part of SEAL version 1.4.0, of some planned new functionality. Among the new deliverables are the first version of the SEAL workbook, the first prototype version (nearly complete) of the new C++ Reflection classes (Reflex), a new Math package for minimization and fitting and the completion of the Minuit package. In addition to the new packages, maintenance actions have included major simplifications in the Plugin Manager and a re-implementation of PyLCGDict. On the SEAL/ROOT convergence plans, the PyROOT package has been migrated successfully from SEAL to the ROOT repository and distribution. Of the three Level 2 milestones due in the quarter, one was completed (SEAL workbook); one will complete a week or two late, putting the completion in the next quarter (Reflex prototype release); and one was left undone due to relatively low priority (external software guideline document). The main highlights for each work package in this second quarter are:

· Foundation libraries. Major simplification in the Plugin Manager by basically reducing the number of classes the user needs to implement by a factor of two. SealBase has had a number of interface changes while the classes are still in relatively little use.
· Math Libraries. Minuit contains various changes with respect to the previous release and basically completes the package. FML is a new package containing a library for solving complex and customized fitting and minimization problems. FMLMinuit is new a package implementing the FML minimizer interface using the seal Minuit library. Work is progressing well in several areas: GSL testing and validation, Math libraries web pages, setting up the Mathlibs forum.

· Framework. A new class ComponentWrapper has been introduced which allows installing arbitrary user defined classes as a SEAL component. This was a pre-requisite for POOL adopting the SEAL component model. In addition, there has been some reorganization of the packages and some bug fixes.

· LCG Dictionary. A dictionary service to load dictionary files on demand has been released. Dictionary libraries are now constructed as SEAL capabilities libraries and they are handled by the Plugin Manager. Most of the current work package effort has been devoted into finishing the prototype implementation of the new reflection package (Reflex) and adaptations of the lcgdict command to generate new dictionaries.

· Scripting Services. The first version of PyLCGDict2 was completed. At the same time we established contacts with PyLCGDict early adopters and started to help them.
We completed modifications to PyROOT to eliminate the dependence on Boost and moved it into the ROOT repository and distribution system starting from ROOT version 4.00/04.

· Documentation and Education. The initial version of the SEAL Workbook has been released. It contains topical Web pages for all SEAL work packages with very practical information of how to use the compete spectrum of the SEAL products. This completes a Level 2 milestone. The SEAL team will make an effort to keep the documentation up to date.

· General Infrastructure. The latest SEAL version has been released with gcc-2.3.2 and tested the new version of the CMT interfaces (LCGCMT).

· Experiments Integration. No major problems have been encountered during this quarter.

WBS 1.1.4 – Physicist Interface (PI)

Project Leader: Vincenzo Innocente, CERN EP/SFT

Again in this quarter the work concentrated on maintenance and user support. A bug-fix release was cut and announced to the users on May 5th (1.2.1). Apart from a small number of bug fixes, some code refactoring was done to re-use the I/O packages from SEAL, allowing the user to select the compression algorithm used from gzip to bzip2 as requested by users from CMS. This release also features the availability of (simple) ROOT tuples as an implementation of the AIDA Tuple interface.

For the fitting classes, a set of new tests has been developed and implemented by W.L.Ueng (visitor from Academica Sinica, Taiwan) re-using the design and architecture from the tests for the histogram classes. The tests are based on the CPP unit framework.

In the contrib subsystem (containing externally developed packages in an "as-is" state) the StatisticsTesting package has been upgraded to the latest release (1.1.0) of the toolkit.

Another release is planned for end of June, based on the latest release of SEAL (1.4.0).

WBS 1.1.5 – Simulation
Project Leader: T. Wenaus, BNL/CERN EP-SFT

The Generic Simulation Framework subproject (A. Dell’Acqua/ W. Pokorski) proceeded with the program agreed during the last quarter, to provide a generic Geant4/FLUGG/FLUKA infrastructure for test beam physics validation studies, and (as the last milestone in this subproject as presently constituted) to pursue GDML as an exchange format by which Geant4 based geometries can be transferred to ROOT for VMC evaluation. The work on the former task led to the conclusion that the planned automation of PEMF file handling in FLUKA is, practically speaking, a prerequisite to assembling a user-friendly generic infrastructure. This automation will be added to FLUKA late this year, with the FLUKA released planned then. ALICE has already developed an in-house solution, however, and this will be examined as a possible quick route to solving this issue. On the GDML front, work proceeded on supporting XML writing (as well as reading), as described in the Geant4 section below and as required for the exchange format application.

The Geant4 subproject (J. Apostolakis) released version 6.2 during the quarter. In addition to overall improvements, several specific requirements from LHC experiments for new features and revisions were included. Contributions to this minor release undertaken by SFT members (and collaborators) included addressing issues for experiment production such as improvements to navigator to cope with stuck tracks, and fixes and improvements of EM (std) for HEP showers. In addition there were fixes for high energy muon EM interactions building on the refinements in Geant4 6.1, the refinement of the PAI model, and the new ability to reflect divided volumes. Physics improvements included the revision of binary cascade and imaginary R-matrix to aid use in LHC calorimeter simulation. Included also was the functionality to label (optionally) as a new particle an incoming particle that survives a hadronic interaction. This addresses the LHCb requirement to re-label particles in a manner that is compatible with its track reconstruction. An extension to G4Allocator to identify memory used and to release it at the user's request (and responsibility) is in.  These changes were requested by CMS, to enable better accounting and use of memory. Physics lists for electromagnetic use cases are released in Geant4 6.2 for the first time.

SFT group members contributed to a number of other physics areas. One was an update of pion reaction cross-sections at low energies. An alternative data-set that reflects Barachenkov's cross-sections, provides a small improvements in shower shape. An investigation was made of the CPU performance in using Binary Cascade for calorimeter simulation. This is a preliminary step to the deployment of binary cascade for calorimeter simulation at LHC. New techniques were created to configure the complex scattering term. In particular new compile-time constructs for particle codes and particle multiplets enable us to configure it using template meta-programming. Investigated the ability of the Binary Cascade model to describe neutron production. The study concluded that experimental data can be described within error, if the need arises. A first implementation of a new variant PAI model creates also secondary photons. 

Other improvements:

· The geometry modeller was extended to support the reflection of volume hierarchies containing divided volumes, following ALICE request and contribution.

· A first release was made of a module for streaming out geometry in a GDML (XML geometry description) file. The GDML schema was extended to support assembly of volumes. New requirements have been collected for enabling future Geant4 persistency via POOL or ROOT.

· Revisions in source modules and to the configuration setup were undertaken to enable support for dynamic loading on Windows. This fulfils an LHCb request.

· Revised the organization of binary releases for ‘recommended’ hadronic physics-lists in CERN AFS. This fulfils the need to deploy updates of the physics lists for a specific release of G4.  It also enables someone to utilise several Geant4 releases with a particular physics list release.

· Improved Bonsai’s tag-collection capabilities, adding a "bug fix" field. Deployed Bonsai in production for Geant4 testing. Also added the capability to gather the descriptions of a group of tags, which eases measurably a part of the work for creating a release. Extended it to reflect groups of tags under testing.

· Implemented porting of extended and advanced examples to use the PI histogramming implementation (PI-lite) and updated to the AIDA 3.2.1 interface.

Release 6.1 has been built for the new Linux (cel3/sel) and this build is deployed in the SPI external software library area. Release 6.2 is currently provided via the standard Geant4 distribution mechanisms.

Positive performance results (~10% level for some cases) were obtained using O2 level optimization with gcc. This is configured as the default optimization level for the Linux/gcc setup for release 6.2. We saw first progress reported towards obtaining consistent results between optimized and debug compiles: tests confirmed that precision changes are due to the use of 80-bit registers for temporaries in place of 64-bit doubles in memory.   

The FLUKA Integration subproject (A. Ferrari) saw little activity in terms of consultation and work with the project during the quarter, due to the demands of LHC machine work on the FLUKA team. Recent FLUKA project activities are summarized in Simulation Project Leaders meeting minutes at http://lcgapp.cern.ch/project/simu/

The Physics Validation subproject (F. Gianotti) had the following principal achievements this quarter.

· Studies of hadronic interactions in the ATLAS pixel detector were completed. They provided comparisons of test beam data with G4 and with FLUKA (through FLUGG). The work is documented in LCG note CERN-LCGAPP-2004-009.

· The second simple benchmark (pion absorption) comparing data to G4 and FLUKA has been completed. A note is in preparation.

· The note documenting the first round of hadronic physics validation is completed and will shortly be published as an LCG note. This completes a level 2 milestone.

· The general infrastructure to evaluate radiation background in LHCb with G4 has been put in place and first results of fluences (neutron, charged pions, electrons) at four scoring planes have been presented. The next step is to increase the statistics and to compare with previous results obtained with GCALOR and FLUKA.

· Comparisons of EM calorimeter test beam data with G4 are ongoing in three experiments (ATLAS, CMS, LHCb). They focus on E-resolution, response linearity, and shower shapes. First results should be available in September.

Reviewing and assessing the priorities of potential further simple benchmark studies (a level 2 milestone due this quarter) had to await the completion of the pion absorption simple benchmark, which took longer than expected. With that completed, future work on simple benchmarks can be discussed and prioritized. This is expected to happen before September. 
The Generator Services subproject (P. Bartalini) received the report of the internal review conducted last quarter. The document points out the critical issues of manpower (librarian, project leader) and communication with generator authors. Steps are underway to address these problems. The LCG Librarian will assist with GENSER library support but it is also important that a Monte Carlo expert work in close collaboration with the LCG librarian and generator authors; a solution is being finalized. The Russian group plans to give greater focus to MCDB, reducing their GENSER librarian role. During the quarter GENSER was put into production by an experiment (ATLAS) for the first time.

UK phenomenologists have received 1 FTE support for a project (“phenoGRID”) one aspect of which is to help to get HERWIG++ incorporated into the LCG. They are eager to coordinate closely with the LCG Generator Subproject.

WP1 - GENSER 0.1.0 was released during the quarter. It contains AlpGen 1.3.2 (validated by F.Ambroglini), CompHEP 4.2p1 and 4.4.0, EvtGen alpha-00-11-07 and pdflib 804. Some of these packages were installed as external tools in LCG. Also several new versions of the already introduced sub-packages were made available in GENSER 0.1.0. There is general agreement that the current size of the HepEvt common block is not amenable for the LHC physics. A survey will be performed to check the requirements of the four LHC experiments. For the time being a special version (GENSER 0.1.1) with doubled size was made available for ATLAS DC2 production. The May generator services meeting was dedicated to the LHC version of EVTGEN.  All experiments have an interest in it. LHCb agreed to make available to LCG its private version. ATLAS agreed to help in this transition. GENSER is now on a quarterly release cycle. The LHC version of EVTGEN as well as the new Pythia 6.3, and Herwig 6.505 + Jimmy 4.1 will be in the next release.

WP2 - In May a meeting with wide attendance from Monte Carlo experts was held in Lund to decide the future development guidelines of ThePEG. The LCG Generator Subproject was represented in the meeting. Some activity concerning the doxygen documentation of ThePEG started during the quarter.

WP3 - An updated version of the MCDB plan with short- and long-term plans has been prepared. An LCG MySQL Server running MCDB was deployed during the quarter (http://mcdb.cern.ch). The corresponding milestone (1.198) is considered to be achieved. The generator level production/validation framework is still at the design stage but still looks promising. Some activity started in the Spanish groups that expressed interest in this project. The delay is due to the effort needed to coordinate with CMS. The common LCG/CMS project was presented during the recent CMS week. A 3 months delay is expected with respect to previous plans (affecting two level 3 milestones). Alternatives  will be evaluated if the LCG/CMS collaboration encounters further problems.

WP4 - The work on Hijing validation was continued at JINR. A server adopting the JetWeb concept (and technology) was developed there. A presentation was given at the June LCG Generator meeting. Every effort will be made to avoid duplication of work and to merge such activity with JetWeb.
WBS 1.1.6 - ROOT participation 

LCG AA and the ROOT team made further progress during the quarter on deepening the collaboration between these two projects, particularly in the dictionary and mathlib activities of SEAL and in POOL ROOT I/O preparations for ROOT4. SEAL and ROOT also completed the transfer of PyROOT from SEAL to ROOT; it will be part of the ROOT4 production release in July. ROOT and POOL worked closely on understanding and minimizing the backwards compatibility issues (or potential issues) which could arise with the planned migration of POOL to using ROOT4 and its improved support for automated schema evolution of foreign classes and STL persistency. By the end of the quarter a plan for prompt deployment of ROOT4-based POOL was in place (with concurrent support for ROOT3-based POOL to continue until the experiments are ready to drop it). This plan is accelerated with respect to last quarter’s tentative plan (which foresaw ROOT4 integration extending until October), because of the success in minimizing backwards compatibility issues.

The applications area continued to support two developers on the ROOT team. Ilka Antcheva continued development of the ROOT GUI system and editing tools, and neared completion of a major documentation update for ROOT4 to be released in July. Valeriy Onouchine worked to improve the robustness of the win32gdk Windows version of ROOT, and continued development work on the ROOT GUI builder and associated GUI and editor classes. Ilka and Valeriy presented some of their recent work at an applications area meeting at the end of the quarter.

WBS 1.1.7,1.1.8 – Core/Grid Interface & Experiment Integration

Through this activity the Applications Area provides direct assistance to the experiments at the interface between core software and the grid, and supports the adaptation of physics applications to the grid environment. Activities are managed by the experiments and not the applications area. Mattias Ellert works with ATLAS on the integration and deployment of ATLAS production software on the grid, particularly the LCG-2 service. Gerardo Ganis continues to work with ALICE and the ROOT team on the distributed capabilities of ROOT. This quarter he worked on preparations for the import of the BaBar-developed xrootd and its client in ROOT, and on the extension of remote file services provided by rootd, requested by POOL and CMS.

Milestone performance during the quarter

WBS 1.1.1 - SPI: 
· RH7.3/gcc 3.2.3 supported (May)

· Completed

· SPI/EGEE collaborative workplan complete (end May)

· Delayed to end July due to EGEE delays.

· Certification of external software for the new Linux platform (Jul)

· Completed a month early

WBS 1.1.2 - Persistency:

· First release of POOL RDBMS abstraction layer completed (end May)

· Completed

· RDBMS independency achieved for production versions of POOL relational components (end Jun)

· Completed for file catalog; work still underway for collections. Expected next quarter.

· Common interface for conditions DB defined (end Jun)

· Existing common interface is basis for present work. ATLAS (Lisbon) has been invited to present its extensions for possible inclusion and has promised to do so. Expected next quarter, depending on ATLAS.

WBS 1.1.3 - SEAL:   

· External software guideline document (Jun)

· Not started yet. A victim of higher priorities.

· SEAL workbook release (Jun)

· Completed

· New dictionary API and reference implementation (end Jun)

· Will be 1-2 weeks late (completing early next quarter)

WBS 1.1.4 - PI:   

· No milestones this quarter.

WBS 1.1.5 - Simulation:   

· Initial generic simulation prototype supporting Geant4, FLUKA via FLUGG (Feb)

· Delayed due to communication and technical problems with FLUKA.

· First cycle of hadronic physics validation complete (Feb)

· Completed

· Review/prioritization of simple benchmarks for physics validation (end May)

· Delayed due to delays in completing FLUKA part of present simple benchmark study. Ready to begin at end of quarter. Expected next quarter.

· Geant4 6.2 release – performance improvements (Jun)

· Completed

· Beta version of MCDB in production (Jul)

· Completed slightly early

Upcoming milestones and comments on status

WBS 1.1.1 - SPI:  


· LCG AA build system selection (Jul)

· New librarian is now actively engaged in build/configuration system issues but this is likely to be late. Should be done during the quarter.

WBS 1.1.2 - Persistency:  


· Conditions DB production release (end Jul)

· Release of a version suitable for experiment evaluation is expected around that time. 

· First release of the POOL relational storage manager (end Aug)

· Should be ready.

WBS 1.1.3 - SEAL:   


· Mathlib project web (Jul)

· Coming together well; should be ready.

WBS 1.1.4 - PI:   


· No upcoming level 2 milestones next quarter.

WBS 1.1.5 - Simulation:   


· Agreement on parton level event generator file format (Sep)

· No reason to believe it won’t be ready

· Comparison of LHC calorimeters for EM shower development (Sep)

· Advancing well and expected to be ready
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