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1. Applications Area – December 20 2003 – March 31 2004
Torre Wenaus – Applications Manager

In this quarter direct support for experiment integration and usage of AA software continued to rise in importance with final preparations and/or production operations for data challenges taking place in CMS, ATLAS and LHCb. CMS validation of large scale POOL usage in the last quarter was followed this quarter by ATLAS validating pool in bulk DC2 simulation pre-production. With the completion of the Windows port to POOL, LHCb also advanced its integration work and moved close to POOL pre-production. The successful deployment of the detector simulations marks a major milestone for Geant4 as well. The POOL, SEAL, SPI and Simulation/G4 projects all gave increased emphasis to consolidation – user support, responding to usage issues, documentation, etc. – during the quarter. The plans for a closer peer-to-peer collaboration with ROOT that were initiated last quarter took concrete form in approved plans for collaborative SEAL-ROOT efforts in dictionary convergence and in the development of a comprehensive new math library. The mathlib plans represent an important new initiative for CERN EP/SFT as well as LCG-AA, and we hope for the wider community as well; broad LHC and HEP involvement will be sought, and welcome external interest has begun to appear, from experts at Fermilab/CMS for example. Simulation physics validation reached an important milestone with the release of a report documenting the simulation requirements of the four LHC experiments. Generator services held a very useful review, with a review report expected end April, which while recognizing the value of the project, identified urgent manpower and communication issues which must be resolved promptly. During the quarter SPI executed a smooth transition of the AA projects to a new IT-supported CVS service, and to a new Savannah portal version that merges us back with the GNU Savannah version. Throughout the applications area projects the bulk of the recommendations of last October’s internal AA review were incorporated into the 2004 work plans.
Milestone performance during the quarter was good, with only two outstanding level 2 milestones at the quarter’s end. One is for the completion of the first round of hadronic simulation physics validation; the validation work is (successfully) completed but the milestone will only be met when the report is released, expected in the next several weeks. The other is for the completion of the ‘generic simulation framework prototype’ directed at the needs of simulation physics validation. A working Geant4-FLUKA-FLUGG infrastructure was implemented during the quarter in the context of a test beam simulation physics validation study, but the infrastructure needs some generalization for use in other studies which will complete the milestone. These late milestones have no significant schedule impact.
Applications area manpower was stable during the quarter, seeing only minor fluctuations. In early April a long term resource planning exercise was begun to chart the needed and available resources for the future and address the coming decline in foreseen resources as LCG phase 1 winds down in 2005.

The applications area in this quarter continued to move through a period in which rapid-paced development and feedback-driven debugging are giving way to consolidation of the software in a number of areas and increased direct support for experiment integration. POOL integration and deployment saw a major milestone and indication of its validation as a production tool with CMS’s achievement of a steady production pace of millions of POOL events written per week. CMS has declared that POOL is no longer on their critical path for Data Challenge readiness, a major success for both CMS and POOL. In this quarter POOL turned to a greater focus on documentation, performance study and optimization, and test suite expansion. SEAL also is turning to greater attention to documentation, experiment engagement and integration support. SPI’s main goals in the quarter were improved documentation, consolidation of existing services, and policy standardization. The simulation project completed important milestones (initial cycle of EM physics validation), drew close to completing others (revisiting of physics requirements, hadronic physics validation), and made an important clarification of the objectives and program of the generic simulation framework subproject. In the analysis area, a shift of focus from PI to ARDA was begun, with the approved program of the former essentially complete and the RTAG of the latter having concluded and the report accepted during the quarter. Development of concrete future plans in this area will await the clarification of ARDA in the next quarter.
A highlight of the quarter was an internal review of the applications area in October which yielded a very constructive and useful set of observations and recommendations in a report promptly delivered by the review committee. A written response to the report is near completion, and reflects the broad acceptance of the recommendations by the AA projects. The committee’s recommendations are reflected throughout the AA project plans being developed for 2004. An important outcome of the internal review was a recommendation to develop a closer more collaborative relationship with ROOT, and this is being followed up particularly in the areas of the dictionary and math libraries, where SEAL and ROOT are developing proposed workplans for collaborative programs of work that will be brought to the AF and PEB in the next quarter.
There was one time-critical (series of) milestones during the quarter, for Windows availability of applications area software (SEAL and POOL). SEAL was delivered in October, but POOL was not delivered during the quarter; it is being released at time of writing (Jan 23). The rest of the quarter’s milestones were relatively minor in terms of schedule impact. Several other expected milestones were incomplete at the end of the quarter, most with the impact of the expected delay negligible to minor.
WBS 1.1.1 - Software process and infrastructure (SPI) 

Project Leader: Alberto Aimar, CERN IT/DI
In this quarter SPI fulfilled several recommendations of the LCG Internal review and started to prepare for the collaboration with the EGEE project, as decided by the LCG. At the beginning of the quarter the project was staffed with a total of ~5 FTE, and they were maintained constant until the end of the period, but some experienced people left the project and few new joined in. For this reason SPI has focussed on documenting and automating as many tasks as possible, which can be done if policies and standards are followed.

The three primary goals for the quarter were to continue to strengthen the existing services, such as the savannah portal, the external software service, and software testing frameworks; focus on the standardization of the policies and quality assurance criteria of LCG software development; and finally increase the collaboration with the LHC experiments, other areas of the LCG project and the EGEE project. The completion of a collaborative workplan with the EGEE is now expected for end May; the corresponding milestone has been updated to reflect this. A set of milestones for the second half of 2004, taking into account the EGEE collaboration and the personnel contributions it brings, will be prepared once this workplan is in place.
CVS service: The migration of all (16) projects hosted on the SPI CVS server was executed as scheduled in this quarter. This required documenting all changes that the CVS users needed to do in order to work with the new IT CVS servers that has different security and access methods. As planned, the CVS service is not a responsibility of the SPI project from now on.

External software service: SPI continued to maintain and improve the external software service. Now there are about sixty packages and 300 installation configurations. Due to user needs and the certification of a future Linux standard platform at CERN the external software is currently being ported to new versions of Red Hat and also on the Intel compilers in addition to gcc. SPI is also working with EGEE which will contribute 1 FTE starting in the next quarter, in order to provide tool and packages needed by the EGEE. This is done with the goal of building homogenous practices and standards on usage of external software between LCG and EGEE. The goal for next quarter is to automate as much as possible the compilation and deployment of the external software, in order to more efficiently support the growing number of tools, versions and platforms that LCG and the experiments need.

Savannah: The web-based project portal based on Savannah is now in use by more than eighty projects in the LHC experiments and in other CERN divisions. New projects came from the LHC experiments and from the EGEE. The important achievement of this quarter was the deployment of the new version of Savannah at CERN. This contains all the improvements done in collaboration with the open source developers and has major improvements to the trackers and to user notification based on the category and type of bugs and requests. All changes implemented in SPI, as well as the most important improvements requested by the users of the SPI service, are now part of the open source project. The deployment did not cause any major problem to users. In the next quarter the service will focus on adding more requested features, namely better reporting about the projects and new ways to remind users about pending bugs or requests.

Code documentation service: This service is stable and there will be only minor changes in the coming quarters in order to adapt it to the coming IT CVS service. In this quarter the service providing ViewCVS for all projects was migrated to IT CVS. The doxygen and LXR generation is not part of the new IT service and continues to be run by SPI at each release of LCG software.

Policies and QA: In this quarter the automated QA report generation was greatly improved with additional QA checks, and most importantly, reports can now be automatically generated by anyone following the instructions available on the SPI web. Also the LCG policies and compiler options were re-assessed and updated by the LCG projects and the Architects Forum.

Software download service: SPI provides a service to allow download and installation on a local computer of the LCG software. In this quarter, working with the LCG deployment group, SPI continues to generate tar and rpm distributions of the LCG software and of all external software needed. SPI also developed and tried a prototype based on pacman, a distribution system that is being evaluated in several areas of the LCG. .

Testing frameworks: No special news on the service as the reduced manpower assigned is focusing on user support and porting to new platforms. In the next quarter will be the planning of common activities with EGEE, which will provide additional manpower, in order to adapt the service to EGEE needs.

Build and release service: The support of Scram has been reduced to a minimal level during the current quarter, mostly due to the reduction of the resources in this area. SPI continues to provide the central Scram configuration and user support for the LCG projects. A software librarian will join to improve and automate the service and develop a long term strategy in the next quarter. As requested by the internal review, SPI started to work on a CMT configuration for the LCG software, in order to cover the needs of the experiments using CMT. 

Coming activities: Next quarter will focus on automating the tasks of external software installation and distribution, putting in place a software librarian with the task of providing build infrastructure and support for the LCG projects, and consolidating QA and test reporting and verification. The next quarter will also be important for the work plan of the collaboration with the EGEE middleware project that is interested in using the SPI services and is ready to provide additional personnel resources to the SPI project. Some departures will take place and SPI will do its best to avoid detrimental impact on the quality of the services provided. The new librarian, and the new EGEE resources, will be important factors in this.
WBS 1.1.2 - Persistency framework (POOL and conditions DB)

Project Leader: Dirk Duellmann, CERN IT/DB
During this quarter the POOL project has mainly focused on the preparations for the upcoming data challenges. In particular in the File Catalog area the two releases 1.5.0 and 1.6.0 have added support for the LCG-2 environment (new RLS software 2.2.x) and added the capability to use more than one catalog in a single application. Now POOL clients can eg lookup existing files from a shared grid-wide catalog (such as the RLS) but at the same time add new registrations to a local XML or MySQL catalog. 

During the first production weeks of the CMS data challenge DC04 some of the RLS design problems that POOL has pointed out earlier have shown up. In particular the communication overheads associated with the lack of support for higher level, aggregated operations (complete registration and lookup of file mapping and meta data) still impose a significant performance constraint, which cannot be resolved in POOL itself. A note summarizing these problems and proposing a prioritized list of fixes has been produced and will be passed to the RLS software maintainers.

In the Storage manager area several performance optimizations have been introduced which have improved in particular the access to keyed objects significantly. The preparations for a later move to ROOT 4 providing access to old data have been started.

The POOL collection work package has tried to initiate a discussion about the remaining open issues like collection end user interfaces, integration with stand alone root analysis and collection cataloging with the experiments. An event collection workshop will be organized during the next quarter to reach a larger group of analysis users from the experiments.

The POOL infrastructure work package has introduced a new documentation structure based on DocBook (XML) text fragments, which are now shared in a consistent way between the different documentation deliverables.  The user guide and design documentation is now kept in CVS  and can be updated in parallel by the individual work packages. A variety of output formats and formatting styles (including html and pdf )  can be produced with the new setup in an automated  way.

By the end of the quarter POOL had been exercised at substantial scale in complex environments by CMS and ATLAS in data challenge production and pre-production operations. In CMS it has been used successfully in production and by users for simulation, reconstruction and analysis in all CMS computing centers (both on and off the grid). Thousands of jobs producing a few million events are run each day. All file catalog types (XML, MySQL, RLS) are in use and are cross-populated.

All work packages have participated in producing the POOL work plan for 2004, which was in the final stages of completion at the end of the quarter and was completed and delivered shortly thereafter to LCG-PEB and LCG-SC2. The completion of this planning cycle is reflected in the introduction of several new level 2 milestones for POOL and conditions database work in 2004 and for POOL integration this fall of a major new version of ROOT (version 4). One obsolete conditions database milestone for April, “release of POOL implementation of conditions DB”, was removed and replaced with conditions DB milestones arising out of the joint planning with the experiments; the milestones target common conditions DB interface specification by end June, and a first conditions DB production release mid-summer.
WBS 1.1.3 – Core libraries and services (SEAL)

Project Leader: Pere Mato, CERN EP/SFT

The main items of work in this quarter have been the preparation of the program of work for this year including the definition of the strategies for MathLibs and SEAL/ROOT convergence, and the release of two bug fix versions of the SEAL software. The initial three areas that have been identified for starting common work between ROOT and SEAL are mathematical libraries, object dictionaries and python binding for ROOT. The completion of this planning cycle is reflected in the introduction of several new level 2 milestones for 2004. The main highlights of the quarter in the work packages are:

· Foundation libraries: Several bug fixes and improvements triggered by the running and preparation of the data challenges were incorporated. Started to reduce the number of external package dependencies as recommended by the applications area internal review. 

· Math Libraries: Prepared the MathLib work plan for 2004, after discussions with ROOT and experiments. Started working on the evaluation of GSL, testing the special functions. Both numerical and computational performance are tested comparing the GSL functions with the NagC library and the ROOT mathematical functions (TMath).
Continued improving the Minuit minimization package, consolidating and bringing it to production quality. Performed a general cleanup of interfaces and added new functionality, such as evaluation of contours, introduction of minimization strategy and use of a customized allocator for performance improvements. Wrote various validation tests, looking at the accuracy of the results and at the computational performance, comparing with the Fortran Minuit and other minimization algorithms as well. Initiated discussions for defining a fitting and minimization framework which will facilitate the usage of Minuit.
· LCG Dictionary: Several bug fixes and optimizations triggered by data challenge preparations in ATLAS and LHCb. Implemented changes to support a dictionary service that will allow loading of dictionary files on demand. Finished the design of the new reflection API in collaboration with the ROOT team and started the first implementation.

· Scripting Services: Continued work on the new version of PyLCGDict but not yet released. At the same time established contacts with PyLCGDict early adopters and started to help them. Modifications introduced to PyROOT to eliminate the dependence on Boost.Python such that it can be released as part of the ROOT releases. Work has started to move PyROOT into the ROOT repository and distribution system.

· Documentation and Education: Several additional Python courses have been given as part of the CERN technical training program.

· Integration in Experiments: During this period two minor releases of SEAL have been made to support experiments in more or less urgent bug fixes or changes in the version of dependent external packages. LHCb has fully integrated PyLCGDict functionality in their release. No major problems have been encountered.
WBS 1.1.4 – Physicist Interface (PI)

Project Leader: Vincenzo Innocente, CERN EP/SFT
Work in this quarter concentrated on maintenance and user support as well as addressing some issues brought up by the internal review. Two bug-fix releases were cut on Jan 20th (1.1.2) and Feb 4th (1.1.3) incorporating a first build on windows (win32_vc71 platform) and small utility applications built on top of the AIDA interfaces to satisfy user requests for merging several histogram files (e.g. as created by parallel processes during Data Challenges) into one.


A minor release (1.2.0) was done on Mar 16th, featuring the porting to AIDA version 3.2.1 on request of LHCb. In order to be fully compliant as an implementation of the AIDA interfaces, a few new packages (mostly trivial wrappers) were created to comply.


A new subsystem contrib has been created, containing externally developed packages in an "as-is" state. The packages found there are considered useful for the physicist end-users, usually have been brought to our attention by them, and are incorporated for user convenience. No maintenance apart from feed back to the developers is provided, thus minimizing the effort in the project. The first package in this new subsystem, the StatisticsTesting package (version 1.0.1), has been added in release PI-1.2.0.

With the ARDA project now established and its scope, objectives and workplan gradually being clarified, the roles of PI, other AA projects and ARDA in areas relating to physicist interfaces (particularly event collections) will be examined in the next quarter.
WBS 1.1.5 – Simulation
Project Leader: T. Wenaus, BNL/CERN EP-SFT
The Generic Simulation Framework subproject (A. Dell’Acqua) was further clarified this quarter in terms of its objectives and work program. Significant progress was made towards its priority objective of providing a simulation infrastructure supporting the use of both Geant4 and FLUKA in test beam physics validation studies, with a common Geant4-based geometry used in FLUKA via FLUGG. A working infrastructure was set up in the context of an ATLAS pixel hadronic-interaction test beam simulation physics validation study. Some further work is needed to generalize the work for application in other studies; this is expected in the coming quarter and will mark completion of this milestone. The further clarification of the program came with the decision, agreed in the AF and PEB as well as the subproject, to regard the planned GDML-based geometry exchange ‘gateway’ between G4 and ROOT/VMC as the final milestone for the subproject, with any further work requiring a new mandate. The gateway will make it possible for the G4-based experiments to exercise and evaluate the VMC, according to their own priorities and on their own schedule, but the present level of interest among the experiments (apart from ALICE) in a generic framework is insufficient to motivate common work beyond this. A specific plan for the gateway will be developed in the coming quarter, and work on the GDML extensions required may begin.
The Geant4 subproject (J. Apostolakis) had two key deliverables scheduled and achieved in this quarter.  Many additional items were investigated, fixed, improved or provided. The main deliverables and work package highlights are described below.
The first deliverable was the creation of a prototype Savannah portal for Geant4.  This included documenting Geant requirements for a problem reporting system and collaborating with  SPI to create the prototype portal. A first evaluation identified some key open issues, and feedback was given to the Savannah team.
The second deliverable was a set of contributions to the minor release Geant4 6.1 of March 26th. Contributions included fixes for key reported problems impacting HEP production use; a new ability to extract test case information, ie reaction conditions, for problems; additional navigation information for geometrical errors; a new process for muon absorption at rest; and a set of revised physics lists using new Geant4 6.0 physics and validated in depth. We also provided a patch for Geant4 6.0 and two development releases.
Hadronics – The ability to extract test case information involved the creation in hadronics of new white-board functionality to allow in-core inspection of the state of the hadronic frameworks and to enable future monitoring. This allows us to easily construct simple test cases to debug problems that occur in mass production. We also added a signal handler for segmentation violations so the core file is no longer strictly needed. Release 6.1 also contained verified physics lists for Geant4 6.0 that use some of the extended capabilities of that release.  These can be used either with version 6.0 or 6.1, enabling easier migration. In addition we obtained first results for the verification of ion reactions, in order to extend the testing of ongoing cascade developments.

EM physics – Revisions in Geant4 6.0 were tested further with a few deficiencies identified and corrected, working in collaboration with Michel Maire and other EM group colleagues. Test beam validation studies continued, focusing on the ATLAS HEC calorimeter with first results reported at the March LCG Physics Validation meeting. Studies of the physics performance of multiple scattering in collaboration with Laszlo Urban led to fixed for muon and hadrons. A modification of energy for thin volumes was made which addressed a CPU performance issue reported by Alice with release 6.0. In collaboration with Prof Kokoulin’s group we resolved a problem in muon ionization, in radiative corrections above 10 GeV.  We also updated the modelling of muon pair production. Technical work included adding process type information to EM processes (in response to LHCb request) and migrating to a specialized G4ParticleChange for performance. Prototyping work included a first implementation of an option for "precise range" calculation in energy loss processes and a first design of a set of EM physics lists for major use cases.

Geometry, transportation and field – Robustness in the tracking in magnetic field was improved by reviewing the algorithm for estimation of the end point. An old bug was fixed in locating local point when calculating the exit normal of a solid that can affect tracking of optical photons in many setups. A new "check-mode" was introduced in the Navigator which can be activated at run-time to trigger more strict checks for anomalous conditions. Error messages of the Navigator and the output at different verbosity levels were improved.  Fixes were added in CSG solids (cone, torus) to address rare anomalous conditions of calls to DistanceToOut for points located inside. Fixes in assembly volumes and polyhedra were made for other user problems. The specification for the new twisted trapezoid shape was reviewed. Detailed User Requirements and Software Requirements documents were written for the Geometry module. A detailed Traceability Matrix mapping between tests and use cases was released.
Software management – Documentation and updated scripts were created for the CERN binary releases, ready to be linked from the Geant4 subproject page. These scripts set up an environment to use the binary installation. Source code was ported to Intel-icc and to g++ for MacOS Darwin – as a first version. Significant further testing is required for both potential platforms. Windows/VC++ 6.0 will be dropped as a supported platform in the near future. (Support has moved to VC++ 7.1.). Migration of examples/tests to use the new PI/AIDA layer was planned.
The FLUKA Integration subproject (A. Ferrari) continued to provide consultation to the physics validation subproject. As reported below, FLUKA validation studies in the physics validation subproject made progress this quarter, making use of FLUGG. Alfredo Ferrari gave a comprehensive report on FLUKA project activities and plans to an applications area meeting in February (see http://agenda.cern.ch/fullAgenda.php?ida=a04557).
The Physics Validation subproject (F. Gianotti) made important progress during the quarter. The revisiting of physics requirements, a major milestone, was completed with the release of an applications area note (CERN-LCGAPP-2004-2) on March 15. The note documents the common and specific simulation physics requirements of the four LHC experiments. The document will be updated as physics requirements continue to be refined. 
The first round of tests of Geant4 hadronic physics lists using three (ATLAS and CMS) calorimeters has been completed. Through these tests Geant4 hadronic physics has been validated as at least as good or better than Geant3. A note documenting the results is in preparation, the completion of which will mark the completion of this major milestone. Outstanding issues requiring further work, in particular shower profiles, have been identified. Results from LHCb calorimetry are anticipated in the future. A new milestone for next fall has been introduced for the completion of a second iteration of hadronic physics validation.
FLUKA physics validation studies made important progress this quarter, for the first time. An interface from Geant4 geometry to FLUKA via FLUGG was completed for the ATLAS pixel hadronic-interaction test beam. First results of a comparison between data, Geant4 and FLUKA are being prepared.
In ongoing work on em physics validation, a problem with electron energy resolution in the ATLAS HEC Geant4 simulation has been under study by ATLAS and Geant4 experts, with progress being made. Geant4 experts were also alerted to the need for a technical problem in the control of delta ray production which arose in LHCb silicon detector studies. A new milestone has been added for late summer for the completion of a comparison study of em shower development in LHC calorimeters.
The second simple benchmark study (pion absorption) initiated late last year is now well advanced. The note documenting the double differential neutron cross-section study is complete and will be released shortly. Once the second study is complete, the remaining list of potential simple benchmark studies will be reviewed and prioritized. (A new milestone for this has been introduced.) The project emphasises again that physicists from the experiments are sought to participate in this important and interesting work.
The Generator Services subproject (P. Bartalini) was reviewed during the quarter by a committee chaired by Michelangelo Mangano (CERN TH), other members of the MC4LHC steering group and many of the leading generator developers. The review was very useful, highlighting the importance of improving the collaboration and communication between MC authors and the generator services subproject, and confirming the importance and positive value of the subproject and its deliverables for the experiments. The review also highlighted the importance of addressing the known manpower problems in the subproject: continuity is required for the positions of subproject leader and generator librarian. A report from the committee is expected by the end of April. P. Bartalini presented the status of the subproject to the Hera-LHC Workshop (CERN, March 27th 2004). A proposal will be prepared for the adoption of GENSER for MC studies in the Hera-LHC working groups. Progress in the WPs:
Generator library – The beta version GENSER_0_0_4 is in successful use by the current ATLAS data challenge generator pre-production. Discussions are ongoing in CMS to adopt GENSER for DC05. The savannah portal is effectively used for bug reports. The librarian is currently busy ~50% with user support, the rest for inclusion of new packages and versions. User support is expected to increase with the growing number of users and packages. Major GENSER releases will be quarterly from now on, with correction versions to fix urgent production problems provided as well. Version 0_1_0 will be released mid April with support for ALPGEN 1.3.2, COMPHEP 4.4.0, and EvtGen 00-11-07. The new parton distribution function library LHAPDF v2 has just been released and will be included in GENSER. Following LHCb request, PDFLIB 804 will also be provided until experiments have finalized the transition to LHAPDF. Other recommendations from LHCb were implemented as well. The first GENSER “production” version with all first and second priority packages defined in RTAG9 should be released mid 2005, manpower permitting.
Storage, event interfaces and particle services – In an important step, HepMC/POOL has been agreed as the file format for the production of common generator particle-level event files. A new milestone has been introduced for the fall for the second major objective in format agreements, a common parton-level format. Potential interest was expressed in the review among MC authors for a project role in development of the generator framework ThePeg. We will await the review report to see the final agreed position of the authors on this.
Common event files and event database – An AA note on the MCDB event database has been published describing the project and its development guidelines. The project was described and discussed at the review. LCG MCDB is currently developed and tested between MSU and CERN. The MySQL database and the site prototype were recently moved to http://lev.art.ru/lcg. The main author, Lev Dudko, will visit CERN in April. CMS is interested to participate in the production/validation framework for common event files, and a responsible/contact person has been identified (F.Moortgat). The framework is at the design phase. Spanish institutions contributing to LCG and CMS (Oviedo, Santander) have expressed interest to join the effort. LCG Spain would also like to contribute to the production of the common event files. A questionnaire was sent to the experiments to collect requirements ideas etc. Production deployment is tentatively foreseen for mid 2005

Testing and validation – The activity this quarter was limited to testing the insertion of the new packages in GENSER. Some manpower was provided by CMS-Perugia for testing ALPGEN. The review generated the idea of creating a FAQ on MC generator technical and physics issues maintained by LCG Generator. The most natural environment seems to develop it using the savannah portal. Interested candidates to work on this are being sought.
WBS 1.1.6 - ROOT participation 

LCG AA and the ROOT team made important progress during the quarter in deepening the collaboration between these two projects. The results are reflected in this report, particularly in the dictionary and mathlib plans of SEAL. The ROOT team participated closely in the negotiations and planning that have led to workplans in these areas. SEAL and ROOT are also working towards the integration of PyROOT into the ROOT distribution. Collaboration has also been close on POOL, where the ROOT team has been very responsive to helping POOL and the experiments diagnose and address I/O performance issues arising in experiment applications of POOL.

The initial phases of joint work planning have not led to explicit ROOT milestones arising from LCG AA collaborations; these may arise in the detailed mathlib planning now taking place and in future work directed at dictionary merging. ROOT improvements driven by POOL needs, such as the recently identified need for transient doubles to be writable as floats, continue to be promptly addressed by the ROOT team. POOL plans to integrate the major new ROOT release scheduled for this spring, ROOT4, on a fall 2004 timescale, consistent with experiment data challenge timelines (and with concurrent support for ROOT3 based I/O for some time).
The applications area continued to support two developers on the ROOT team. Ilka Antcheva continued development of the ROOT GUI system and graphical object editor, and ROOT documentation including starting to prepare a major documentation update for ROOT4 to be released this spring. Valeriy Onouchine continued to improve the win32gdk Windows version of ROOT and the GUI classes, with the ROOT GUI builder being the principal development project at the moment.
WBS 1.1.7,1.1.8 – Core/Grid Interface & Experiment Integration
Through this activity the Applications Area provides direct assistance to the experiments at the interface between core software and the grid, and supports the adaptation of physics applications to the grid environment. Activities are managed by the experiments and not the applications area. Mattias Ellert works with ATLAS on the integration and deployment of ATLAS production software on the grid, particularly the LCG-2 service. Gerardo Ganis continues to work with ALICE and the ROOT team on Grid-enabling ROOT, in particular on restructuring and improving ROOT’s authentication infrastructure and implementing support for authenticated sockets and secure connections via OpenSSL.
Milestone performance during the quarter
WBS 1.1.1 - SPI: 
· SPI tools operational on IT CVS service (Feb)

· Completed in early Feb. Migration of all AA project repositories to IT CVS was completed on April 1.
· savannah.cern.ch migrated to GNU savannah (Feb)

· Completed in early Feb.
WBS 1.1.2 - Persistency:
· POOL support for Windows binaries (Jan)

· Completed in Jan with the release of POOL 1.5.

· POOL workplan for 2004 (Jan)

· Completed on April 5 with its presentation and approval at the PEB.
WBS 1.1.3 - SEAL:   
· Math library workplan in place (Oct)

· Completed early March in the context of the updated SEAL workplan.
· Updated SEAL workplan including mathlib in place (Jan)

· Completed early March after extensive experiment consultation.

WBS 1.1.4 - PI:   
· No milestones this quarter.
WBS 1.1.5 - Simulation:   

· SPI-G4 collaborative infrastructure pilot in place (Feb)

· Completed in Feb with establishment of G4 savannah pilot.
· Initial generic simulation prototype supporting Geant4, FLUKA via FLUGG (Feb)

· Incomplete. Working infrastructure was put in place but it needs to be generalized to be usable in any simulation study. Completion expected next quarter.
· Simulation physics requirements revisited for all experiments (Feb)

· Completed with the publication of a report in March.
· First cycle of hadronic physics validation complete (Feb)

· The validation work is complete; the milestone will be complete with the publication of a report, currently in preparation.
Upcoming milestones and comments on status
WBS 1.1.1 - SPI:  

· SPI/EGEE collaborative workplan complete (end May)
· Status: Probably realistic. Collaborative plans are well advanced; EGEE people have already been assigned to SPI.

· LCG AA build system selection (Jul)

· Status: The prerequisite evaluation of the autoconf/gmake based system has received little attention; will require attention from the new librarian to push forward this selection process.
WBS 1.1.2 - Persistency:  

· First release of POOL RDBMS abstraction layer completed (end May)

· Status: Steady progress; no reason to believe it won’t be ready.

· RDBMS independency achieved for production versions of POOL relational components (end Jun)

· Status: Work well advanced for some relational components; no reason to believe it won’t be ready.

WBS 1.1.3 - SEAL:   

· External software guideline document (Jun)
· Status: Not started yet.
· SEAL workbook release (Jun)

· Status: A priority, and overdue; should be ready.

· New dictionary API and reference implementation (Jun)

· Status: Steady progress; no reason to believe it won’t be ready.

WBS 1.1.4 - PI:   

· No upcoming level 2 milestones this quarter. Waiting on ARDA workplan before we clarify addressing physicist interface in AA. PI will participate in broadened (to end user analysis) event collection discussions/work hosted for the moment by POOL.
WBS 1.1.5 - Simulation:   

· Review/prioritization of simple benchmarks for physics validation (end May)
· Status: Has not begun yet.
· Geant4 6.2 release – performance improvements
· Status: Expected to be on time.
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