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1. Applications Area – September 16 – December 19 2003
Torre Wenaus – Applications Manager

The applications area in this quarter continued to move through a period in which rapid-paced development and feedback-driven debugging are giving way to consolidation of the software in a number of areas and increased direct support for experiment integration. POOL integration and deployment saw a major milestone and indication of its validation as a production tool with CMS’s achievement of a steady production pace of millions of POOL events written per week. CMS has declared that POOL is no longer on their critical path for Data Challenge readiness, a major success for both CMS and POOL. In this quarter POOL turned to a greater focus on documentation, performance study and optimization, and test suite expansion. SEAL also is turning to greater attention to documentation, experiment engagement and integration support. SPI’s main goals in the quarter were improved documentation, consolidation of existing services, and policy standardization. The simulation project completed important milestones (initial cycle of EM physics validation), drew close to completing others (revisiting of physics requirements, hadronic physics validation), and made an important clarification of the objectives and program of the generic simulation framework subproject. In the analysis area, a shift of focus from PI to ARDA was begun, with the approved program of the former essentially complete and the RTAG of the latter having concluded and the report accepted during the quarter. Development of concrete future plans in this area will await the clarification of ARDA in the next quarter.
A highlight of the quarter was an internal review of the applications area in October which yielded a very constructive and useful set of observations and recommendations in a report promptly delivered by the review committee. A written response to the report is near completion, and reflects the broad acceptance of the recommendations by the AA projects. The committee’s recommendations are reflected throughout the AA project plans being developed for 2004. An important outcome of the internal review was a recommendation to develop a closer more collaborative relationship with ROOT, and this is being followed up particularly in the areas of the dictionary and math libraries, where SEAL and ROOT are developing proposed workplans for collaborative programs of work that will be brought to the AF and PEB in the next quarter.
There was one time-critical (series of) milestones during the quarter, for Windows availability of applications area software (SEAL and POOL). SEAL was delivered in October, but POOL was not delivered during the quarter; it is being released at time of writing (Jan 23). The rest of the quarter’s milestones were relatively minor in terms of schedule impact. Several other expected milestones were incomplete at the end of the quarter, most with the impact of the expected delay negligible to minor.
WBS 1.1.1 - Software process and infrastructure (SPI) 

Project Leader: Alberto Aimar, CERN IT/DI
The main goals of the SPI project this quarter were to better document and organize the existing services; to further standardize the policies and quality assurance criteria of the LCG software development; to increase collaboration with the experiments, with other areas of the LCG project and with the EGEE project; and to start fulfilling the recommendations of the LCG AA internal review. Staffing during the quarter was stable at ~5 FTEs.
CVS service: SPI continued to maintain and manage the CVS repositories of the LCG Application Area projects as well as those of the LCG Grid Deployment projects. SPI, which had contributed to the definition of a general CVS service, has been validating the IT CVS server with extensive testing of the IT service and of its documentation. The migration of all LCG projects hosted on the SPI CVS server will be executed in the first quarter of 2004. This represents a delay of a few months due to the later than expected availability of an IT CVS service that meets applications area requirements.
Testing: SPI has continued the deployment of a testing framework in order to standardize the way projects perform unit, regression and integration testing. CppUnit, Oval and Qmtest are now effectively used as well as PyUnit for testing of Python applications. Most of the work was in supporting the LCG projects and improving and verifying the usage of testing tools.

Software library: The external software service currently provides more than fifty packages in the versions and platforms needed by the LCG projects and experiments, for a total of more than three hundred installations. SPI established a standard procedure to provide these installations and a very well documented web site. SPI also provides a service to allow download and installation of the LCG software. In this quarter, working with the LCG deployment group, SPI added the generation of RPM installation files of the LCG software and of all external software needed. 
Savannah: The web-based project portal based on Savannah is now in use by more than seventy projects in the LCG, LHC experiments and other CERN divisions. In this quarter, in order to benefit from the improvements of the open source project of Savannah and re-establish a single development line, SPI worked in close collaboration with the open source developers – the main developer of the open source project visited SPI for two months. All changes implemented at CERN, as well as the most important improvements requested by the users of the CERN service, are now part of the open source project. The open source service has been testing the changes in December 2003 and SPI is now confident to move the CERN service to the new system; this will happen in Q1 2004. A new milestone has been added for this (Feb 2004).
Code documentation: This service is stable and there will be only minor changes in the coming quarters in order to adapt it to the coming IT CVS service. During the quarter the service was tested and adapted in order to be ready for the migration to IT CVS. 

Policies and quality assurance: During the quarter SPI working with the Architects Forum finalized and ratified the software development policies and testing practices of the Applications Area. With the policies now in place, the focus is now shifting to the development of tools to help the LCG projects use and follow the LCG development guidelines and testing practices. A simple automated QA framework was established to collect software metrics and measure adherence to the LCG policies in automatically produced QA reports.
Build and release service: SCRAM support was reduced to a minimal level during the quarter, mostly due to the reduction of the resources in this area. SPI will continue to provide the central SCRAM configuration and user support for the LCG projects. As recommended by the internal review, SPI started to work on a CMT configuration for the LCG software, in order to cover the needs of experiments using CMT. In future quarters, LCG will have to decide on the build system to be used for the LCG software: SPI will have a central role in testing, configuring and maintaining such tools. SPI will also contribute to the continuation of the work underway on the implementation and evaluation of a build system based on standard tools (automake and autoconf), as was also recommended by the internal review. A new milestone has been added for applications area build system selection following the evaluation (May 2004).
The main focus of coming quarters will be the implementation of the recommendations of the LCG AA internal review. The migration to the IT CVS service will be executed, as well as the installation of the improved Savannah service The next quarter will also be important for the clarification of the collaboration with the EGEE middleware project that is interested in using the SPI services and is planning to provide additional resources to the SPI project.

WBS 1.1.2 - Persistency framework (POOL)

Project Leader: Dirk Duellmann, CERN IT/DB
During this quarter the project has continued to improve the functionality and stability of the POOL software with several releases up to POOL V1.4.0. In the storage manager area several improvements concerning the performance of POOL have been developed. In particular the file aging policy (automatic open and close of used files) has been changed to avoid problems with unnecessary requests to a mass storage system like Castor. A finer grained control over the POOL commit phase has been implemented to avoid unnecessary disk I/O. In addition an extensible mechanism for POOL client code to obtain technology dependent diagnostics (eg from ROOT i/o) from the storage manager backend has been implemented. 

On the Collection side, some refactoring took place and new implementations which profit from the Link Table concept (as used in the Storage Manager) have been produced. In the file catalog work package the use of internal meta data elements was review and some now obsolete attributes have been removed. A catalog migration tool was provided to perform the necessary conversion in existing catalog.

In the infrastructure and testing work package a framework for automated data format has been developed which will help to insure that any regressions of POOL components with respect to  data or catalog files created by older versions are detected already early in the release cycle. POOL has also released with V1.4 a first version of a user guide.

A POOL workplan update is in preparation and should be completed in late January.

WBS 1.1.3 – Core libraries and services (SEAL)

Project Leader: Pere Mato, CERN EP/SFT

During this quarter the SEAL project made a number of software releases incorporating only a small amount of new functionality but consolidating the existing functionality. Bug fixes have been provided together with the builds for additional software platforms. Windows (vc++7.1 ) builds are regularly made available from version 1.2.0, but binaries for the icc-7.1 compiler will be provided only when icc-8.0 becomes available since we discovered some problems with the current version. 

 The following are the main highlights for each work package for the fourth quarter.
· Foundation libraries. Several bug fixes and improvements in testing. Introduced the concept of SEAL_CAPABILITIES in the Plugin Manager as a generalization of a plugin module. This work will allow us to introduce services like the dictionary service. Developed new utilities to verify and troubleshot plugin modules.
· Math Libraries. Continued the development of the Minuit package. Extended with tutorials and additional tests and added new functionality like limits in the function parameters. Performance comparisons are routinely run with TMinuit and TFumili. 
Started discussions of a combined program of work with ROOT.

· LCG Dictionary. Basically bug fixes and optimization in dictionary sizes. Finished the first iteration of the design of the new reflection API, which is under discussion in collaboration with ROOT team.

· Basic Framework services. Started to work in the integration of the SEAL component model in POOL.

· Scripting Services. The AF decision for developing Python bindings has been to use Boost.Python in addition to using the PyLCGDict package that makes use of the generated LGC dictionaries. Work continued on a new version of PyLCGDict but it is not yet released. A new package PyBus to model software buses has been introduced in the release. Speed optimizations for the PyROOT package have been introduced.

· Documentation and Education. Several additional Python courses have been given as part of the CERN technical training program.

· Software Process and Infrastructure. Additional compiler/platforms combinations have been added in the SEAL software configuration. The builds for windows are currently been done using the CMT configuration management tool.

· Integration in Experiments. During this period, many minor releases of SEAL have been made to support experiments in urgent bug fixes or changes in the version of dependent external packages. Also in this period LHCb has completed the integration of parts of SEAL and POOL in their software (mainly the dictionary and scripting packages).

WBS 1.1.4 – Physicist Interface (PI)

Project Leader: Vincenzo Innocente, CERN EP/SFT
At the beginning of the reporting quarter the report on the review of the AIDA interfaces was delivered.

In parallel to the preparation of documents for the LCG Application Area internal review, work started on improving the unit testing of the PI packages. This work came to an intermediate conclusion with Hurng-Chun Lee going back to Taiwan in November. By the time of his leaving, a new unit-testing suite based on the SPI testing policies had been created featuring more than 1000 individual unit tests.


The first major public PI release (1.0.0) was announced to the public on October 19th, mainly incorporating a design iteration and integrating feedback from users, as well as the first iteration on the new unit-testing package (SPI compliant).


Based on the results of the refined unit-testing, a bug-fix release (1.1.0) was announced on Nov. 28. This release also included a binding of the AIDA_Proxy classes to Python, as requested by users (mainly LHCb). Also on user-request (CMS, Atlas online) a new set of utility-classes to merge histograms (initially only 1D) was part of this release. On Dec. 18 a bug-fix and consolidation release of PI was announced.


Work is now concentrating on specific user requests like the change to version 3.2 of the AIDA interfaces. Also, on request from CMS and Atlas, the merging utility will be extended to all types of histograms. Discussions with the POOL team on how to interface the POOL collections with the AIDA tuple interfaces will start soon.

WBS 1.1.5 – Simulation
Project Leader: T. Wenaus, BNL/CERN EP-SFT
The Generic Simulation Framework subproject (A. Dell’Acqua) came to an important clarification of its objectives and work program in discussion with the AF in October. The clarified objectives and program agreed there are described in the minutes of the Oct 9 2003 AF meeting. Major points are
· The project’s immediate target (customer) is the needs of the physics validation project. They can make immediate use of a generic framework prototype supporting Geant4 and FLUKA engines for test beam geometries to ensure consistent use of a single geometry in validation studies.

· The initial prototype directed at physics validation needs will make use of FLUGG to perform FLUKA simulations using the existing Geant4 test beam geometries.

· On a longer timescale, in 2004, a first look at the ALICE VMC should be taken. While FLUGG should be OK for relatively simple geometries of the test beam setups, for fully detailed detector geometries we would have to do a validation that the geometry is being dealt with properly, and at that point  it would be worth looking at using FLUKA via the VMC. A natural first activity with the VMC can be to validate the VMC itself against the known quantities of the already-done test beam validations. 

· In order for the ALICE VMC to be tried by other experiments their geometries must be exportable to it. It was agreed that we will pursue a persistent exchange format, and specifically GDML, to write Geant4 geometries to the XML-based GDML description and read these descriptions into the VMC (ROOT) geometry.

While the initial objective of this plan (a prototype FLUGG based test beam physics validation) has remained uncontentious and is being pursued, CMS later expressed objections to the VMC aspects of the plan that indicate either a loss of consensus or a communication problem. The plan will be revisited in the AF in the next quarter.
As to the initial objective, the end year target was missed due to inadequate available manpower (i.e. higher priorities elsewhere, on experiment software). Stably available manpower at the .5 FTE level (an LCG hire replacing a recent departure) was added at the beginning of January and should mean that the new target of Feb 2004 for the initial prototype is achieved.
The Geant4 subproject (J. Apostolakis) had key objectives in the quarter tied to the creation, testing and release of Geant4 version 6.0, scheduled for 12th December 2003 and released on time.  Project members contributed to geometry, hadronics, EM and release coordination and testing.  The quarter featured continuous and ever increasing interaction with experiment simulation teams and in particular timely important feedback on release candidates that was utilised to improve the release.

Geant4 6.0 included new development, improvements to existing features, and fixes. It included also the hadronic physics lists, which were ported to the 6.0 release and for the first time included as part of the release. Other developments undertaken primarily by the subproject personnel in the fourth quarter and released in Geant4 6.0 included a first version of the abstract navigator (request of Alice and BaBar), accuracy improvements and fixes in the field propagation and refinements to the implementation of the EM 'model' approach. Also we revised the choice of target nucleus in hadronic interaction by utilising isotope cross-sections in this decision, and improved the transition from binary cascade to pre-equilibrium decay, as needed by validation subproject. In software management a new module was created for including the hadronic lists, enabling new configuration options. These allow the client to install it either unmodified (like the Geant4 source) or with client customisations. Hadronics developments included an extension of the binary cascade model to pion and light ion projectiles, improvements and release of the framework and biasing developments and creating a hadronic exception that provides information on reaction conditions. Additionally, together with collaborators at CERN and outside, we contributed to additional developments including a new geometry module implementing 'divisions' of physical volumes, the capability to visualise field lines, improvements in the  functionality of specific CSG solids (following feedback from CMS and LHCb), and extension of the verification suite of low energy pion reactions.

In other developments, the Bonsai tool for tag collection and testing organisation was given a significant revision. Much functionality was available only on a limited number of browsers (Netscape 4) and has now been rewritten to work on IE, Mozilla and Netscape 6/7. Also a first assessment of the time percentage for a typical LHC simulation use case (the CMS combined calorimeter test beam setup) was made.

The FLUKA Integration subproject (A. Ferrari) continued to be active with the physics validation subproject. The generic framework subproject has clarified its initial objective as described above to use FLUGG in a prototype framework directed at physics validation with test beam data, and the FLUKA team affirms FLUGG is stable, continues to be supported for such applications, and support will be available to help with any problems encountered in the tilecal study. As discussed under physics validation below, the launch of the planned FLUKA validation using ATLAS tilecal testbeam data awaits the availability of the G4/FLUGG prototype framework.
In December the INFN/CERN agreement was finalized (signed by CERN DG and INFN Council), establishing an official three year joint project commencing Jan 2004, with automatic renewal every three years if neither party withdraws. The agreement includes a public release of FLUKA code, probably after summer 2004 if no major problems appear.

FLUKA just completed a major planning exercise within INFN, with a number of 2004 objectives driven by CERN, particularly by the LHC machine. A brief partial summary can be found in the latest simulation project leaders meeting minutes; see the FLUKA web site for details. FLUKA milestones directly related to the LCG AA simulation project will be introduced as they arise.
The Physics Validation subproject (F. Gianotti) made substantial progress during the quarter. The revisiting of physics requirements was mostly completed; a note will be available at the end of January 2004. This will be an evolving, regularly updated document as physics requirements continue to be refined. In the simple benchmarks work, the double differential neutron cross-section study was completed by Juerg Beringer, and is being documented in a note (CERN-LCGAPP-2003-18). Following Juerg’s departure, the planned second study on pion absorption has been started by Witek Pokorski. As pointed out by the AA internal review committee, this work is very well suited to young physicists from the experiments, but continued efforts to find participants have not yielded results. Given the priority of the work, AA effort therefore continues to be applied.


The first cycle of EM physics validation was completed during the quarter, representing the validation of Geant4 EM physics as at least as good or better than Geant3. EM physics validation will remain an ongoing activity to monitor physics performance and drive improvements. Recent work has concentrated on shower shapes and a case observed in ATLAS HEC where data-G4 agreement is not as good as it should be.


Hadronic physics validation is ongoing using the improved HAD physics lists. A small ad-hoc group was set up to compare ATLAS/HEC, ATLAS/Tilecal and CMS/HCAL to QGSP and LHEP lists, producing the same plots for all subdetectors. A report summarizing the conclusions will be made at the Feb 4 physics validation meeting. This is the first example of the planned comparisons “across experiments”.
The FLUKA physics validation studies expected to begin during the quarter have still not started, because of a lack of manpower both for the study and for preparatory work in setting up the infrastructure to use FLUGG with Geant4-based test beam geometries.

The Generator Services subproject (P. Bartalini) made progress in all work packages during the quarter.
In WP1 – the generator library, GENSER_0_0_4 was released Dec 16 with HIJING bug fixes (bugs identified by this project), new PYTHIA versions, a new package (the Glauber cross section evaluator), and other experiment requests. A big effort was made to improve GENSER documentation; the manual is on the web. Coming releases will include ALPGEN, the production version of LHAPDF, and support for SCRAM-free usage. Incorporation of the first new C++ generator in GENSER, expected to be Sherpa, was delayed. The delay was partly due to the inefficiencies introduced by the rotation of the librarian function among several people. MC4LHC and the subproject leader see a need for a dedicated librarian. The usual ‘but who?’ manpower problem exists. The LCG Russia team, who currently provide the rotating librarians, is being approached.
In WP2 – storage, event interfaces and particle services, the main issue at present is the file format to be used for common event generator datasets. Meetings to address this were unsuccessful due to inadequate participation from experiment representatives. The decision will also impact the partonic level formats used by the generators themselves so generator authors must be consulted as well. A mini-workshop with experiments and authors represented is planned for March. Dedicated LCG resources corresponding to 0.5 FTE for 1 year may be necessary to coordinate the standardization of HepMC. The priority of such activity has to be re-verified with experiments.

In WP3 – common event files and event database, MCDB as used by CMS and Fermilab for event database storage and bookkeeping will be the starting point for our tool (this is agreed by MC4LHC). A workplan is being developed for the adaptation of this tool for our requirements, to be done within the generator services subproject. An LCG document describing the plan by Lev Dudko et al. is in draft form and will be circulated for comment.
In WP4 – generator tuning and validation, validation work has begun with a study of HIJING that has led to bug fixes and an LCG AA note and web page describing the study (CERN-LCGAPP-2003-17). The HIJING validation was a sort of “experiment” on an urgent problem to verify how we can provide support to LHC collaborations for generator validation. This piece of work may be pursued for inclusion in JetWeb. However, a more general validation framework requires the GENSER library to be in place and has to be organized in a much more general way. JetWeb authors have recently expressed interest in using GENSER.
WBS 1.1.6 - ROOT participation 

A recommendation from the applications area internal review in October was that the importance of ROOT’s role in several areas of applications area software should motivate a rethinking of the LCG AA – ROOT relationship and a move to a closer relationship than the present user-provider agreed in the blueprint. This recommendation was received positively by the LCG AA, most experiments, and the ROOT team. Rene Brun responded with a broad proposal for a closer relationship and a more coherent program eliminating areas of redundancy. The proposal was presented in the AF where it was agreed that as potential areas of closer collaboration and common work are identified, proposals for joint work would be developed and brought to the AF (and upwards) to be decided upon. The initial areas identified as worthy of pursuit were convergence on a common dictionary, and a collaborative program in developing a new math library. Both these areas fall under the SEAL project; at the end of the quarter discussions between ROOT and SEAL to develop proposed plans in these areas were well underway. Whatever agreed programs of work emerge will be part of SEAL’s updated workplan, and may drive the inclusion of associated ROOT milestones in future quarterly reports if joint work goes ahead.
During the quarter the ROOT team continued to collaborate with the POOL team and experiment integrators on issues of ROOT usage in POOL, and in particular on the performance of POOL I/O and the optimization of POOL’s use of ROOT I/O. This is an important (if slow-developing) activity that will continue into the next quarter. The ROOT team also examined dictionary performance issues (size and speed) that led to optimizations in the LCG dictionary implementation giving much improved performance.
The applications area continued to support two developers on the ROOT team. Ilka Antcheva continued development of the ROOT GUI system including autogeneration of C++ code corresponding to GUI objects, and ROOT documentation including an updated users manual for the new ROOT 3.10. Valeriy Onouchine continued to improve and optimize the performance of the win32gdk version of ROOT, and improve the GUI classes with the TGxxx classes now fully functional under Windows.
WBS 1.1.7,1.18 – Core/Grid Interface & Experiment Integration
Through this activity the Applications Area provides direct assistance to the experiments at the interface between core software and the grid, and supports the adaptation of physics applications to the grid environment. During the quarter Oxana Smirnova was replaced by Mattias Ellert who continues work with ATLAS on the integration and deployment of ATLAS production software on the grid, particularly the LCG-2 service. Gerardo Ganis continues to work with ALICE and the ROOT team on Grid-enabling ROOT, in particular on support for authenticated sockets.
Milestone performance during the quarter
WBS 1.1.1 - SPI: 
· SPI support for Windows binary version of LCG software (Oct)

· Completed, with descoped objectives: i.e. SPI SCRAM support for Windows was not achieved and was abandoned as our Windows build approach. SPI Windows support deliverable is currently limited to third party library support.
· SPI infrastructure operational on IT CVS service (Nov)

· Delayed to Jan 31, 2004, following delays in the provision of an IT CVS service meeting LCG AA requirements. Impact of delay: negligible.
WBS 1.1.2 - POOL:
· POOL RDBMS independence layer in beta (Sep)

· Completed with the POOL 1.4 release in Dec.

· POOL support for Windows binaries (Oct)

· Not completed. There was no Windows binary release by the end of the quarter. Impact of the delay: major for LHCb. Has delayed their integration milestone.
· Initial POOL deployment on LCG-1 (Nov)

· Completed (on LCG-2).

WBS 1.1.3 - SEAL:   
· Math library workplan in place (Oct)

· Not completed. Math library planning discussions were still underway at the end of the quarter. Workplan will be delivered as part of an overall SEAL plan (and this milestone is subsumed in a new one for that plan). Impact of the delay: minor.
· Statement on GSL and NAG usage for math library (Oct)

· Completed. Decision to drop NAG usage for the math library taken. Math library workplan in development reflects no use of NAG.

· SEAL support for Windows binaries (Oct)

· Completed.

WBS 1.1.4 - PI:   
· Report from AIDA interface review (Oct)

· Completed.

WBS 1.1.5 - Simulation:   

· First cycle of EM physics validation complete (Sep)

· Completed.
· SPI-G4 collaborative infrastructure pilot in place (Nov)

· Delayed to Feb 2004 because of illness of key personnel. Impact of the delay: negligible.
· Initial generic simulation prototype supporting Geant4 and FLUKA (Dec)

· Not completed. Still in development at the end of the quarter. Expected Feb. Impact of the delay: moderate. Delays initiation of the ATLAS tilecal FLUKA validation.
· Simulation physics requirements revisited for all experiments (Dec)

· Completed for some but not all experiments. Expected end Jan. Impact of the delay: minor.
Upcoming milestones and comments on status
WBS 1.1.1 - SPI:  

· SPI tools operational on IT CVS service (Feb)
· Status: SPI has already validated the IT CVS service and tool deployment is underway, so confidently expected early Feb.

· savannah.cern.ch migrated to GNU savannah (Feb)

· Work well advanced, confidently expected in Feb.
WBS 1.1.2 - POOL:  

· POOL support for Windows binaries (Jan)

· Status: Will be released today (Jan 23) with version 1.5.

· POOL workplan for 2004 (Jan)

· Status: Early draft exists, full draft will definitely be out in Jan. We’ll see how long converging on an agreed plan in the AF takes. Target is agreement by end Jan or early Feb. Further milestones will come in the workplan.
WBS 1.1.3 - SEAL:   

· Updated SEAL workplan including mathlib in place (Jan)
· Taking longer due to (positive) impact of initiative for greater ROOT collaboration, but a draft (without dated milestones) has now been distributed. Time required to converge from draft to agreed plan (in the AF) will be determined more by the experiments than by the project. Further SEAL milestones await the settling of this plan.
WBS 1.1.4 - PI:   

· No upcoming level 2 milestones this quarter. 2004Q1 will be focused on ARDA startup.
WBS 1.1.5 - Simulation:   

· SPI-G4 collaborative infrastructure pilot in place (Feb)

· Status: Key person back in action, confidently expected in Feb.
· Initial generic simulation prototype supporting Geant4, FLUKA via FLUGG (Feb)

· Status: Real progress now being made and stably available manpower has been added; Feb delivery expected.
· Simulation physics requirements revisited for all experiments (Feb)

· Status: report confidently expected by early Feb.
· First cycle of hadronic physics validation complete (Feb)

· Status: well advanced, complete in some experiments, Feb should be realistic.
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