	[image: image1.wmf] 


	CERN-LCG-2002-027

editor:  Les Robertson


	
	LHC Computing Grid Project – Progress Report December 2002



1. Applications Area – April – June 2003
Torre Wenaus – Applications Manager

This quarter was the most important to date in the project, with the release on schedule of the first production version of POOL, supported by core software and development infrastructure coming from SEAL and SPI and by ROOT’s I/O system. The release contained all the functionality asked for by the experiments for the first production release, thanks to intensive work by the POOL team. The POOL team is to be commended for their hard work and professionalism in achieving this landmark milestone. The success of POOL and LCG software will ultimately be measured by how successfully it is taken up and used by the experiment, so the project now shifts to a focus on experiment integration, feedback and validation of LCG software, although an extensive development program remains ahead as well. The quarter also saw the ramp-up of the simulation project, with all areas mandated by the SC2 now active. The PI project continued to have a highly restricted mandate, but has successfully engaged in a work program within the current mandate, delivering a first version of a ROOT implementation of AIDA histograms, and initiating a review of AIDA interfaces including the PI_AIDA interface work of the last quarter. Milestone performance was good throughout the project with the exception of the SEAL project where more attention to milestone definition and completion needs to be inculcated. Like the other projects, though, SEAL delivered where it mattered, providing the core software functionality required by POOL in a timely way.
LCG-funded manpower was stable during the quarter. An expected new arrival for SPI did not materialize, exacerbating a serious manpower shortage of ~2 FTEs in this project arising from the planned transfers of LCG personnel to other projects. The available manpower is probably adequate for the bare minimum SPI functions, but only that. Increases were seen in the participation of the experiments, particularly in the simulation project. CERN-resident personnel continued to consolidate in building 32 to the great benefit of the project.
WBS 1.1.1 - Software process and infrastructure (SPI) 

Project Leader: Alberto Aimar, CERN IT/API
In this quarter the SPI effort completed and deployed the last of the planned infrastructure elements, the software library and the nightly build system; worked to stabilize services introduced previously; and supported new LCG projects (PI, Simulation). Most of the policies and procedures for software development, releases and documentation were defined and agreed. Much of the work was a steady state effort in supporting software development services and infrastructure needed by the LCG development projects. At the beginning of the quarter the project was staffed with a total of ~7FTE, reduced to ~5.5 FTE at the end of the quarter due to planned departures not counterbalanced by an expected 1FTE arrival in June (Portuguese trainee that did not show up). A major challenge was coping with this reduction of staff, and also to accomplish, in a way transparent to the users, the transition of many people who build the SPI services to other LCG projects.
SPI maintains and manages the CVS repositories of the other LCG Application Area projects (Seal, Pool, PI, Simu) and also of the LCG Grid Deployment projects. SPI also actively contributed to the definition of a general CVS service in IT, adequate for the current size of the LCG projects hosted. 

In this quarter SPI continued to organize a service providing external software needed by the LCG projects and experiments. The service provides, in June 2003, about 50 packages (from 30 in March) in the versions and platforms needed by the projects. SPI has defined a standard procedure to provide these installations and a well documented web site for documenting the external software installed. A very important achievement of the service is the support of the Intel compilers (icc, 32 bits, ecc 64 bits), which implied the installation of all software needed by LCG project for those compilers.

The web based "project portal" based on Savannah is available and in production since the beginning of 2003. This service is now in use by the LCG projects but also by more than twenty projects in three LHC experiments. As the service had reached a stable level and the staff responsible is under change the development is reduced to minimal bug fixing and the effort is focused in getting in re-synchronizing with the Savannah open source project, within which we have now found more responsive contacts.
The main task in Scram support, as in the last quarter, was to improve performance, begin the port to Windows and help all the LCG projects to use Scram in their releases. Scram had two bug fix releases in order to meet requirements specified in the LCG development policies. Now SPI is working on standardizing the usage of Scram and in defining common solution of usage in the release and build phases.

An important development was the introduction of an automatic build system. Nicos, used by Atlas, was adopted, and is now being deployed in POOL and SEAL. The next steps will be to define a standard build policy and related scripts and generalize it to all LCG projects.

SPI improved the automatic system to generate code documentation (Doxygen, LXR and ViewCVS) by also collecting log information on the operations done on the repository (commits, updates, etc) and increasing its configurability by each project. Support for PI and for Simulation was added. The service is stable and there will be only minor changes in the coming quarters.

SPI has continued the deployment of a testing framework to standardize the way projects perform unit, regression and integration testing. CppUnit and Oval that were already available are now effectively used. Support for PyUnit for testing of Python applications was introduced. The open source tool QMtest was chosen to integrate test execution and reporting.
QA activities were increased as well the definition of policies and guidelines for coding and design, for  standard CVS structure and for releasing and building. These policies are now stable. The QA infrastructure is under definition and being automated in order to collect metrics and verify adherence to policies. This activity still suffers from a manpower decline due to causes external to SPI but will be the main focus of next quarter.

In conclusion, the first version of the SPI services is ready as in the plan presented at the SC2. The parts that need to be completed are all on the way and are adequate to the development projects needs. A priority for the next quarter will be introducing remote distribution services for LCG software. The manpower needs for the steady state operation of SPI in the future has been laid out in an updated work plan; the presently available 5.5 FTEs, much of it in the form of junior inexperienced people, is barely adequate to support essential SPI operations, and securing the 7-8 FTEs required for a full SPI program is an ongoing effort.
WBS 1.1.2 - Persistency framework (POOL)

Project Leader: Dirk Duellmann, CERN IT/DB

During the last quarter POOL has produced two important releases close to the planned release schedule, including the delivery of the first production release of POOL V1.1, a top level milestone, on time with respect to the milestone set a year ago. POOL V1.0 was released mid May and contained already most of the planned functionality for the production release targeted for LCG-1 deployment. An important new feature in this release was the integration of the SEAL plug-in manager which significantly reduced the compile and link time dependencies of POOL client programs. POOL programs do not explicitly need to link against ROOT I/O, MySQL etc but rather pick up these components at runtime. Thus the complete decoupling of POOL user code from implementation technologies has been achieved. POOL V1.0 also introduced a single common interface to define Meta Data for collections of files (such as the file catalog) and collections of persistent objects (such as Event Collections). A container for attribute value pairs (AttributeList) can now optionally be provided by the user to annotate any of those collections for fast, query based retrieval. The POOL storage manager was significantly extended with respect to a more complete support of STL containers embedded in persistent objects (vector, list, map, etc.). Also the API in this area was further simplified and the POOL smart pointers type became fully type safe. The POOL collection implementations have been further aligned with the other relational components and a type safe (templated) end user collection and iterators has been provided.

The increasing efforts to integrate POOL into the experiment frameworks (CMS and ATLAS at this point) resulted in requests for additional functionality for the V1.1 production release. This release has been completed on June 30th, containing all functionality requested by the experiments for initial production operation – a level 1 milestone delivered on time with respect to a date set in June 2002. This release adds in the Storage Manager area particularly important functionality extensions including: support for in place update of objects on the streaming layer (required to support more complex Meta Data), support for transient data members, and support for embedded C++ pointers (also as part of STL containers). In addition a new end user transaction and session handling has been introduced, which has significantly simplified POOL client applications and allowed to further shield client code from POOL implementation details. With V1.1 a python based file catalog browser and a ROOT I/O explicit collection implementation are made available as part of the release.

On the POOL infrastructure side significant progress has been made in introducing a fully automated build and validation environment. POOL contains as of V1.1 more than 60 unit and integration tests many which are run automatically (thanks to the SPI provided oval and unit test facilities) for each internal and public release. Thanks to this infrastructure POOL now typically manages to produce a complete internal release cycle every few days and can integrate quite easily into the LCG nightly build system.

Also a significant effort has been spent to ensure (via common test programs) that different implementation components (e.g. for the File Catalog) expose the same protocol and semantics, so that client code changes when for example replacing one file catalog implementation by another can be avoided.

No significant changes occurred in POOL staffing during the last quarter.

The next quarter (and beyond) will be important for the feedback they bring from the experiments on integration and deployment experiences with POOL. Releases in the next quarter will be mainly concerned with consolidation: fixing bugs, improving performance, improving testing and documentation in response to feedback, and addressing problems and shortcomings in functionality that are exposed in real-world deployment. Milestones in the next quarter include POOL deployment on LCG-1 when the latter is ready, and integration and deployment milestones for ATLAS and CMS.
WBS 1.1.3 – Core libraries and services (SEAL)

Project Leader: Pere Mato, CERN EP/SFT

During this quarter we have had 4 software releases (0.2.0, 0.2.1, 0.3.0, 0.3.1). The main emphasis has been maintained in providing the functionality required by POOL in the area of the object dictionary, foundation libraries and plug-in management. The SEAL status report was presented to the SC2 at the beginning of April.  The committee agreed to move the “Establish external software decision process” milestone after summer and to wait for the output of RTAG11 before the definition of the Grid Services work package. The main milestone was confirmed to be the release of SEAL 1.0.0 by the 30th June. The development team has been reduced by the withdrawal of Thierry Buedo and Alain Bazan from the project. The SEAL development team presented the paper “SEAL: Common Core Libraries and Services for LHC Applications” at CHEP’03, La Jolla (CA). 

The following are the main highlights for each work package for the second quarter.
· Foundation libraries. Developed the package PluginManager to provide the low-level plug-in management functionality. This is already being used by other LCG projects. The core foundation class library (classlib) that was available as imported library in 0.1.0 is now starting from 0.3.0 integrated and split in a number of functional packages: SealPlatform, SealBase, SealIOTools, SealZip.  This is still largely work in progress allowing us to receive feedback.

· Math Libraries. The Minuit prototype has been evolved during last quarter. It includes a C++ API  to the objective function, migrad, minos  and it allows for fixing/releasing/changing parameters. The numerical results of the prototype are compatible within errors with the old Fortran version. The aim of these prototypes is to get an overall view of the required functionality, as well as feedback on the C++ API. Efforts have been made to make Minuit as much independent as possible of the rest of LCG to facilitate its integration in external to LCG projects.

· Plugin Management. The design of the plug-in manager has been made in two levels: lower level with no framework constraints to enable the instantiation of objects from dynamic module libraries, and a higher level to manage the instances of the plug-ins in memory with in the framework. For that reason, this work package is going to be split between the Foundation Libraries and the Framework Services. 
· LCG Dictionary. The Reflection packages have had some small enhancements, in particular improved consistency-check for unresolved types and changes in the some interfaces. The new design of reflection model is finished and the implementation has started. The dictionary generation from header files has been adapted to new requests from POOL concerning support for STL containers and class name normalization. No problems found so far for the generation of the dictionary for CMS event classes.

· Basic Framework services.  The design of the basic framework model is finished. It has taken more time than foreseen to reach a compromise between the different existing models. The package SealKernel is already available. A number of basic services based on this new model are being finished and will be part of the 1.0.0 release (SealServices). 

· Scripting Services. The evaluation of the existing products for generating Python bindings (SIP, Boost.Pyhton, SWIG, raw Python API) is basically finished and the report will be soon made available. The package PyROOT, which is a Python extension module that allows the user to interact with any ROOT class, has been released and is currently being tested by PI project. Work has almost finished for the PyLCGDict Python extension module that does allow interfacing to Python any class for which the LCG dictionary exists.
· Documentation and Education. Documentation has been provided together with the releases mainly in terms of a set of HowTo pages to allow users to use the delivered software. Python courses has been prepared and delivered to the ATLAS collaboration first and lately as part of the CERN technical training program. 

Effort has been put in adopting SPI software development conventions, QA practices, etc. The number of unit tests has dramatically increased since the later releases but still there is quite a long task to do.

It is expected to release version 1.0.0 within the next few days (2-3 week delay from the milestone date). The main highlight of this first “complete” version will be the basic framework model together with a number of basic services based on it. In addition, a number of improvements of existing packages and some more new packages will be part of the release.

WBS 1.1.4 – Physicist Interface (PI)

Project Leader: Vincenzo Innocente, CERN EP/SFT
PI project work in this quarter concentrated on Work Package 1, Analysis Services, consistent with the guidelines from SC2 on initial priorities. The work focused around AIDA: developing a ROOT implementation, gathering feedback on the interface extensions made in the last quarter, incorporating SEAL components, and developing interoperability prototypes. No significant changes occurred in PI staffing during the last quarter.

A developer release 0.0.7 of the AIDA Proxy layer with examples (including their web-documentation) was completed on March 24th. Work then concentrated on an initially partial implementation of some of the AIDA Interfaces as a wrapper over ROOT objects. The selection of implementation type at runtime is achieved by using the plug-in manager from SEAL. On May 2nd a first public release 0.1.0 was made. Initial feedback from users resulted in a design iteration adding a class to store the Histograms ("Proxy_Store"). An initial implementation of this feature to allow storage in the AIDA-defined compressed XML format was the major new feature of release 0.2.0 which was announced to users on May 27th.


Work then continued on improving the Proxy layer by adding various operators and the possibility to copy objects from one implementation to another, as well as wrapping more AIDA Interfaces to ROOT objects. In addition to this, studies have been started to address issues on integrating AIDA into other environments. The initial work here concentrated on visualizing AIDA Clouds and Histograms in HippoDraw, a plotting package developed by Paul Kunz at SLAC, and using the ROOT canvas. A consolidation release of PI (0.2.1), using the most recent versions of the depending packages from the LCG external area, was cut on June 26th and announced to the mailing lists.

An AIDA workshop was organized at CERN in the first week of July, concentrating on developer aspects such as issues related to object management (the AIDA ITree) and interoperability on the component level. Presentations were made by people using AIDA in various contexts, such as the Geant4 advanced examples and the Statistics Testing project, as well as developers reporting on integrating AIDA within their frameworks (LHCb) and by the PI project. Intense and fruitful discussions resulted in a concrete workplan to demonstrate the possibility to mix components from different implementations at another workshop planned for end October. The July workshop completes the initial review of the AIDA interfaces from the developers view as planned. Attempts to elicit feedback from users in the experiments, the other aspect of the review, have so far yielded little. The experiments are requested and encouraged to give feedback to ensure that PI work is as useful to experiment end users as possible.

The status of the project was presented to the Applications Area meeting on April 9th and to SC2 on July 4th.  An open presentation in the Applications Area Meeting on the present status is foreseen for July 9th.

In the next quarter, with the completion of the first round of priority work on AIDA adaptations and ROOT back-end implementation, a new round of PI work planning and prioritization will be done. The July 4 presentation to the SC2 was the first step in this. An important development outside the PI project was the establishment in June of an RTAG on distributed analysis, scheduled to complete in October. If the RTAG leads to an SC2 mandate for Applications Area work in this area we will analyze then whether to locate this activity in PI or in a dedicated project.
WBS 1.1.5 – Simulation
Project Leader: Torre Wenaus, BNL/CERN EP-SFT
During this quarter the Simulation Project became active in all the subprojects approved by the SC2 in March: Generic Simulation Framework (Andrea dell’Acqua); Geant4 (John Apostolakis); Fluka Integration (Alfredo Ferrari); Physics Validation (Fabiola Gianotti); and Generator Services (Paolo Bartalini). These activities are summarized below. The project is seeing very good support and participation from the experiments and their simulation projects. It has also benefited in this quarter by the activation of Russian LCG participation in Generator Services. A series of reports on project activities will be presented in applications area meetings around the end of July.
The Generic Simulation Framework subproject became active in the latter half of the quarter. The team has developed a high level design for the basic components. They are interested to make use of appropriate SEAL components for the framework infrastructure and services and are in discussion with SEAL on its present and planned content and potential application. Discussions are also underway with ROOT/ALICE on the new ROOT geometry and the virtual monte carlo. In the next days a CVS repository for the generic framework – which now has a name, ROSE – will be established and prototype coding will start. Immediate priorities are to document requirements and priorities driving design and implementation choices, and to present this and the high level design to the community – this will take place in late July.
The Geant4 subproject contributed to the achievements of two Geant4 releases: 5.1 on April 30th and 5.2 on June 27th. Release 5.1 included a consolidated version of the "cuts per region" functionality, for the first time in a 'full' public release.  Previous beta versions in January-March had provided LHC experiments and other partners the opportunity to test the emerging functionality.  The resulting feedback was incorporated in the revisions in this and the next release. A patch for this release (5.1 patch 1) was released on May 17th, 2003, fixing a small number of urgent issues.

Release 5.2 (the scheduled end-June release) had as a first priority to provide improvements in stability and performance for the use of Geant4 in production by major experiments.  In addition the source code was migrated to direct use of STL, in place of wrappers for non-std STL implementations (eg in gcc-egcs).


The release team at CERN played a large role in the preparation of these releases, in particular during the release period (mid-May to end-June) of the scheduled release 5.2.  The work included system testing of all tags and quality assurance (checking for memory leaks), and the creation of the CERN AFS binary releases and the Web binary releases. In addition, fixes and performance improvements respectively in the EM and field propagation were undertaken and released during this quarter.

In hadronic physics, the group released a new version of physics lists, including physics options new in Geant4 5.0, and providing for needs of CMS 2003 simulation production. Optimized recommended physics lists were provided for the test-beam comparisons in ATLAS and CMS, and the LCG thin target validation. The group contributed to a substantial extension of the thin target verification suite for the cascade energy range, incorporating also contributions from SLAC and other partners in Geant4 hadronics.

During the quarter the Geant4 subproject worked with other subprojects, in particular Physics Validation, and the SPI project to identify synergies between Geant4 activities and other projects in order to derive maximal benefit from the large Geant4 team. Several members of the team are now helping with Physics Validation activities. SPI connections are still tentative but will be pursued in the next quarter.
The FLUKA Integration subproject cannot become active in FLUKA integration proper until the generic framework high level design and implementation approach is resolved. The expectation at this point is that the FLUKA integration work already done in the context of the ALICE virtual monte carlo will be reused by the generic framework. The FLUKA team have worked during the quarter with the physics validation subproject, in particular on the definition and development of simple benchmarks as described below.
The Physics Validation subproject got off to the quickest start and is now very active and is several months into a regular program of monthly meetings gathering participants from all the LHC experiments and simulation projects. Activity during the quarter has covered the following areas:

 

Simple benchmarks: the software infrastructure has been set up to compare FLUKA and G4 with data for simple geometries and "single interactions".  First studies of 113 MeV protons on thin Al targets, and comparisons  of both packages to Los Alamos data, have been performed. Work will continue in the next months on several examples relevant to LHC detectors and physics, with the aim of completing the bulk  of this activity by the end of the year. 
 
Physics requirements of the various experiments are being revisited (the ATLAS part is almost finalised). 

   
The available test-beam data of the four LHC experiments and the test-beam plans for Summer 2003 have been reviewed. All test-beam set-up for which there exist data useful for comparisons with the simulation packages are described in G4.  Concerning FLUKA, the aim is to simulate one example (the ATLAS Tilecal test-beam set-up) by the end of July. This will be done by using the FLUGG interface.  

 

Comparisons of test-beam data with G4 have concentrated on hadronic physics with calorimeters, both in ATLAS and CMS. The most interesting progress is that some corrections to the pion cross-section in G4 have allowed to improve significantly the description of the pion shower longitudinal shape in the ATLAS hadronic liquid-argon end-cap calorimeter (as verified with test-beam data).  
The Generator Services subproject was launched during the quarter under the leadership of Paolo Bartalini (CERN), an MC4LHC member thus ensuring the mandated oversight of the project by that body. Work is divided into four work packages: WP1 – generator library; WP2 – storage, event interfaces and particle services; WP3 – common event files and event database; WP4 – tuning and validation. Resources beyond Paolo himself come from new participation from Russian institutions in the LCG, presently corresponding to 1FTE.  Monthly meetings have been started.
WP1 – generator library: GENSER was initiated as the central code repository for generators and common generator tools. It is the first CVS repository in the LCG simulation project, created in mid June. It will provide quick releases to the experiments, decoupled from large generator library releases. The alpha version was released on schedule at the end of June, containing two Monte Carlo packages (MCDB and IMCDB) migrated from CMS. Standard LCG SPI release and build tools are used. The beta version of GENSER in the next quarter will contain all the top priority packages: HERWIG, HIJING, ISAJET and PYTHIA. Binary distributions and maintenance will be provided for LCG supported platforms.
WP2 – Storage, event interfaces and particle services: It may be necessary to support a dedicated LHC version of HepMC if the problems with CLHEP cannot be resolved. This is still being evaluated. Dedicated LCG resources corresponding to 0.5 FTE for one year would be needed to introduce HepMC in GENSER. Contributions from the MC4LHC workshop in July are expected.

WP3 – Common event files, event database: MCDB from CMS will be adopted as the tool for centrally providing common event generator files. MCDB has a web interface providing simple access to event files, and a programming interface. Technical support for the storage and management of large files will be needed from LCG.

WP4 – Tuning and validation of event generators: The JetWeb project [hep-ph/0210404] should constitute a good starting point for this work package. 
JetWeb is a Database of data, MC and comparisons with fitting and tuning tools. A Web interface allows to access to the DB and to submit MC jobs generating plots from the physics library. The requirements for tuning and validation must be studied in detail and an enquiry made as to whether the JetWeb authors are interested to develop their project in LCG.
WBS 1.1.6 - ROOT participation 

The LCG applications area contributes effort to the ROOT project. ROOT is used to implement vital parts of applications area software such as the object streaming technology of POOL. The LCG-contributed effort to mainstream ROOT development areas liberates the core members of the ROOT team to devote greater time to the specialized developments in ROOT I/O and elsewhere required by LCG software. Ilka Antcheva and Valeriy Onouchine are LCG-supported personnel contributing to GUI development, documentation, and a new implementation of ROOT on Windows using Win32GDK. During the quarter the ROOT team continued to collaborate with POOL participants to consolidate ROOT extensions necessary for dictionary cross-population between POOL and ROOT and for supporting POOL persistency of STL containers using ROOT. In addition, LCG-funded effort in the person of Gerardo Ganis (working with ALICE and ROOT) contributes directly to Applications Area related activities in distributed analysis; specifically in this quarter to the successful integration of Grid-based authentication into ROOT’s distributed analysis facility PROOF.
WBS 1.1.7,1.18 – Core/Grid Interface & Experiment Integration
Through this activity the Applications Area provides direct assistance to the experiments at the interface between core software and the grid, and supports the adaptation of physics applications the grid environment. At present the Applications Area provides two LCG-supported people for this area. Oxana Smirnova works with ATLAS on the integration and deployment of ATLAS simulation and reconstruction production on the grid, and specifically during this quarter on ATLAS Data Challenge 1 production on the grid – currently on the EDG testbed and soon on LCG-1. She also represents the Applications Area on GDB/WG1 and on the GAG. Gerardo Ganis works with ALICE and the ROOT team on different aspects of Grid-enabling ROOT as discussed earlier.
Milestone performance during the quarter
WBS 1.1.1 - SPI: 
· Software library complete (May)

· Completed. Software library is fully deployed.
· SPI 2003 workplan including manpower profiles complete (May)

· Completed with the development of a personnel profile agreed between the SPI leader and applications area leader. The profile shows that existing manpower is barely adequate, and possibly ~1FTE below adequate, to sustain basic SPI operations and support. An additional 1-2 FTEs are needed for robust steady state support of the full SPI mandate and a continuing low level of tool development.
WBS 1.1.2 - POOL:
· POOL pre-production release (Apr)

· Completed.

· Nightly builds deployed in POOL (May)

· Completed.

· POOL production release (Jun)

· Completed.

WBS 1.1.3 - SEAL:   
· First set of GSL enhancements available (May)

· Incomplete due to inattention of the project to closing out this work.
· SEAL V1.0 release (Jun)

· Incomplete. Expected ~July 18.
· Nightly builds deployed in SEAL (Jun)

· Incomplete. Expected ~July 18.
· Establish external software decision process (Jun)


· Incomplete. Rescheduled to end Sep.
WBS 1.1.4 - PI:   
· AIDA interface review completed (May)

· In two parts: a developer review, completed at the AIDA workshop in July; and a user review, incomplete due to lack of experiment user input.

· PI analysis environment project definition completed (May)

· Defined as the PI report to the SC2 on status and plans which took place in July, and which OK’d proceeding with the SC2-approved scope. PI planning is being refined and reworked in Q3, towards another SC2 presentation at a date to be defined.
WBS 1.1.5 - Simulation:   

· Generator librarian and alpha version of support infrastructure in place (Jun)

· Completed with the alpha deployment of GENSER.

· Generic framework high level design and implementation approach defined (Jun)

· Incomplete. Expected end July.

Upcoming milestones (to level 2)
WBS 1.1.1 - SPI:  

· SPI support for Windows binary version of LCG software (Aug)
WBS 1.1.2 - POOL:  

· CMS POOL integration: POOL persistency of CMS event (Jul)
· Initial POOL deployment on LCG-1 (Jul)

· ATLAS POOL integration: POOL persistency in Release 7 (Aug)

· POOL RDBMS independence layer in beta (Sep)

· POOL support for Windows binaries (Sep)

WBS 1.1.3 - SEAL:   

· First set of GSL enhancements available (Sep)

· SEAL V1.0 release (Jul)

· Nightly builds deployed in SEAL (Jul)
· Establish external software decision process (Sep)


· Math library workplan in place (Jul)

· SEAL support for Windows binaries (Sep)

WBS 1.1.4 - PI:   

· AIDA interface review (users) completed (Sep)

WBS 1.1.5 - Simulation:   

· Generic framework high level design and implementation approach defined (Jul)

· Simulation physics requirements revisited (Jul)
· First cycle of EM physics validation complete (Sep)
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